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Abstract—We present a deep learning neural network model to
find the AlGaAs-based thermionic cooling structures with the best
trade-off between the cooling of the lattice and the cooling of the
electrons. These devices are based on the electron-phonon interac-
tions, and therefore, the computational requirements to perform
the non-equilibrium Green’s function simulations combined with
the heat transport and Poisson equations (NEGF+H+P) are
very large. The neural network model used is based on the
multi-layer perceptron (MLP) machine learning architecture.
The comparison between the NEGF+H+P simulations and the
values predicted with the MLP gives accurate estimations for the
properties studied: gap between the Fermi level of the emitter
and the ground state of the quantum well (W ), the electron
temperature in the quantum well (Te), and the cooling power of
the lattice (CP ). Also, after using the MLP to predict one million
of different device configurations we found the heterostructures
corresponding to the maximun CP , minimun Te, and the best
trade-off between both.

Index Terms—NEGF, Heat transport, Cooling devices, Ma-
chine Learning, Refrigeration, Optimization, GaAs.

I. INTRODUCTION

THE integration of cooling technologies based on solid-
state physics is one of the most promising solutions to

overcome the issues that appear on nanoelectronic circuits due
to the self-heating [1].

Classical refrigeration techniques, based on liquid cooling
or fanning, cannot avoid the hot spots that appear on such low-
scale devices [2]. In this context, asymmetric double barrier
heterostructures based on semiconductors have been found
to yield significant electron cooling and they are promising
candidates for nanometer scale cooling upon optimization [3].

As these devices are based on electron-phonon interactions,
the computational requirements of the simulations are very
large. This work aims to find, using deep learning techniques
(DL), the heterostructure configurations with the best cooling
performance, increasing the speed of the searching process
while reducing the computational costs.

The contents of this work are distributed as follows. Sec-
tion II shows the methodology with the explanation of how
the thermionic heterostructures operates (II-A), the description
of the simulation process (II-B), and the definition of the
multi-layer perceptron (MLP) neural network structure used

in this work (II-C). Section III presents the results, showing
the prediction performance of the MLP, and the optimal
device configurations. Finally, Section IV summarizes the
main conclusions of this work.

II. METHODOLOGY

A. Device structure

The asymmetric double barrier heterostructure (see Fig. 1)
is designed to incorporate a GaAs Quantum Well (QW),
separated from the GaAs:Si emitter and collector by two
barriers, which are made of AlGaAs with varying aluminium
concentration. Applying a bias (V ) between the two contacts
leads to the resonant tunneling injection of electrons in the QW
and, subsequently, the extraction of electrons via thermionic
emission above the second barrier (b2). This last, thicker
barrier acts as a thermal wall to prevent heat backflow.

Cooling in this structure relies on two interconnected behav-
iors, the evaporation of hot electrons from the QW that lowers
the electron temperature (Te), and the absorption of phonons
by the electrons, cooling the lattice, which is measured with
the cooling power (CP ).

Each heterostructure is defined (as seen in Fig 1) by the
combination of the QW length (Lqw), the b2 length (Lb2), the
height of the b2 (hb2) which is proportional to the fraction of
Al in the alloy (γ), and V . The devices studied in this work
have a constant first barrier length of 1 nm.

The combination of the design parameters determines W ,
which corresponds to the gap between the QW ground state
energy (E0) and the Fermi energy of the emitter (EFe), and
defines the injection of electrons in the QW.

B. Simulation methodology

To investigate the electron and heat transport in these semi-
conductor heterostructures, we use an in-house built simulation
software that couples self-consistently the non-equilibrium
Green’s function formalism for electrons with heat and Poisson
equations (NEGF+H+P) [3]. This methodology is able to
reproduce key aspects of the physics, taking into account
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Figure 1: Potential profile of the double barrier heterostructure.
Lqw, and Lb2, are the lenghts of the quantum well (QW) and
of the second barrier, respectively. The height of the second
barrier (hb2) is proportional to γ, which is the fraction of
aluminium in the alloy, and V is the bias between the emitter
and the collector. W is defined as the gap between the QW
state E0 and the Fermi level of the emitter EFe. The AlAs
first barrier length is fixed at 1 nm.

thermal, and quantum effects, and the electron transport for-
malism. Also, the virtual Büttiker probes [4] are used to
determine the Te.

This method relies on the self-consistent calculation of
the retarded Green’s function at energy E and transverse
wavevector kt that reads:

Gr
kt

= [(E − U)I −Hkt
− Σr

L,kt
− Σr

R,kt
− Σr

S,kt
]−1, (1)

where U is the electrostatic potential energy, I is the identity
matrix, Hkt

is the effective mass Hamiltonian. Σr
L(R),kt

are the
self-energies for the left (L) and right (R) semi-infinite device
contacts, Σr

S,kt
is the self-energy calculated within the self-

consistent Born approximation (SCBA) that accounts for the
interaction between electrons and both the acoustic phonons
and polar optical phonons.

The lesser/greater Green’s functions are then obtained using
the following identities:

G
≶
kt

= Gr
kt
(Σ

≶
L,kt

+Σ
≶
R,kt

+Σ
≶
S,kt

)Gr†
kt
, (2)

Σr =
1

2
[Σ> − Σ<], (3)

where the total scattering energy detailed decomposition is
detailed in [3]. Obtaining the Green’s function then yields
many physical properties such as: the electron current density
spectrum (in AeV−1m−2) Jj→j+1 from position j to j + 1:

Jj→j+1(E) =
e

ℏ
∑
kt

2nkt
+ 1

S
[Hj,j+1G

<
kt,j+1,j(E)

−G<
kt,j,j+1(E)Hj+1,j ], (4)

from which we can deduce the electronic energy current that
reads:

JE
j→j+1 =

∫
EJj→j+1(E)dE, (5)

whose first derivative corresponds to the cooling power density
(in Wm−3):

Qj = −∇j · JE (6)
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Figure 2: Scheme of the multi-layer perceptron (MLP) neural
network. Lqw, Lb2, γ, and V are the four parameters of the
input layer (red). W , Te, and CP are the 3 parameters of the
output layer (green). Also, the MLP has two hidden layers
(blue).

Qj defines the energy transfers between the lattice and the
electrons and serves as a source term allowing us to couple
electron and heat transport. Finally, integrating the negative
part of Qj over direction of transport yields the Cooling Power
(CP ), representing the amount of heat removed from the
device.

The main drawback of this methodology is the high com-
putational requirements, as the simulation of one device con-
figuration can take a few days on a single CPU core.

C. Neural network calibration

The DL neural network (NN) used in this work is a
feed-forward multi-layer perceptron (MLP). The MLP was
developed with the Pytorch 1.13.1 [5] and Scikit-learn 1.0.2 [6]
libraries on Python 3.8.

The first step to train the neural network is to correctly
pre-process the simulation data. One usual and recommended
technique is the normalization as part of data preparation
before the training process. With the normalization, we change
the values of each parameter of the dataset to a common scale,
without distorting differences in the ranges of values or losing
information. Therefore, it is applied the Scikit-learn standard
scaler normalizer separately to inputs and output.

The activation function used in the perceptrons of this NN
is the hyperbolic tangent. The selected loss function is the
mean square error (MSE), the optimal batch size is 32, and
the optimization algorithm is the stochastic gradient descent
(SGD) with momentum 0.9 [7]. The adaptative learning rate
scheduler technique [8] is applied to avoid the local minimums
in minimizing the loss function. The MLP hyperparameters as
the previously mentioned or the quantity of hidden layer and
their number of neurons, were optimized with the Ray Tune
library [9].

The structure of the MLP (see Fig. 2) consists of an input
layer with the 4 neurons as the input parameters are Lqw,
Lb2, γ, and V , followed by two hidden layers with 12 and
8 neurons, respectively. The output layer is composed by 3
neurons corresponding to the MLP outputs: CP , Te and W .
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The input NEGF+H+P data to feed the MLP consists of 460
simulated samples, which are split into three datasets: train,
validation and test datasets, being their size 294, 74, and 92,
respectively.

III. RESULTS

Once the MLP is trained, and before searching for the
optimal device configurations, it is crucial to test the MLP
performance. Therefore, in Fig 3(a)-(c) the MLP predictions
against the NEGF+H+P simulation results for the three output
variables are shown for the test dataset, together with their
coefficients of determination (R2). The R2 is an effective
metric for estimating the predictive power of the NN [10].
The test results correspond to R2 values higher than 0.99 in
the case of W (Fig 3(a)) and Te (Fig 3(b)) and higher than
0.97 for the CP (Fig 3(c)).

With the MLP performance tested, the goal is to find the
optimal device configuration that minimizes Te, and maxi-
mizes CP . Hence, a search space is defined with one million
different combinations of the input parameters Lqw, Lb2, γ,
and V .

Fig. 4 shows the MLP predictions for the Te (Y-axis), the W
(X-axis), and the CP (colormap) for the search space. The best
device configurations are the ones shown in the zoomed inset,
corresponding to Te lower than room temperature (T room

e =
300 K, horizontal dashed line) and CP > 6 W/mm2 (blue
region). This configurations are obtained for values near the
resonance (W ∼ 0 meV, vertical dashed line).

The time that the trained MLP takes to predict the one
million combinations of W , Te, and CP values is 0.1 s. Here
resides the power of using the MLP, as this exhaustive mapping
of such large combination of input parameters could not be
possible with the NEGF+H+P methodology, taking each single
simulation few days.

The best device configurations are displayed in Table I,
showing the configuration for CPmax = 6.51 W/mm2, and
for Tmin

e = 264.1 K. Note that the cooling parameters (Te,
and CP ) are not directly correlated (a maximum CP does
not implies minimum Te). Therefore, to find the optimum
configuration a trade-off criteria is chosen at the 99% of both,
the maximum CP , and the minimum Te (marked in bold in
Table I). This optimum configuration has the following cooling
parameters: CP opt = 6.45 W/mm2, and T opt

e = 266.3 K.

IV. CONCLUSIONS

The thermionic cooling heterostructures based on AlGaAs
are promising candidates to be an integral solution to refriger-
ate nanoelectronic circuits. These devices combine two differ-
ent cooling mechanisms, the evaporation of hot electrons from
the GaAs quantum well, lowering the electron temperature,
and the absorption of phonons by the electrons, cooling the
lattice.

To simulate the AlGaAs-based heterostructures, we coupled
self-consistently the non-equilibrium Green function formal-
ism for electrons with the heat transport equation.

As the computational cost of this simulation metholodogy is
very high, we decided to use previously simulated data to find
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Figure 3: MLP predictions (ordinates) against the simulated
NEGF+H+P values (abcissa) with their coefficient of determi-
nation R2 for: (a) W as the energy gap between the Fermi
energy of the emitter (EFe) and the ground state of the
quantum well (Eo), (b) the quantum well electron temperature
Te, and (c) the cooling power of the lattice CP .
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Configuration Lqw [nm] Lb2 [nm] γ V [V ] W [meV ] CP [W/mm2] Te [K]
Max(CP ) 3.52 50 0.28 0.72 17 6.51 267.7
Min(Te) 7.20 50 0.17 0.30 3 4.84 264.1

Optimum 3.36 50 0.27 0.62 25 6.45 266.3

Table I: Best-performance device configurations. The first row corresponds to the device with maximum lattice CP , the second
row to the device with minimum Te in the QW, and the third row is the optimum configuration that was determined for the
best trade-off (99%) between the maximum CP and minimum Te.

Figure 4: MLP predictions for one million device configura-
tions, where the Y-axis is the Te, the X-axis is the W , and the
colormap is the CP . The zoomed blue region corresponds to
the best performance devices, the dashed lines are the room
temperature (horizontal) and the resonance injection in the QW
(vertical).

the optimal cooling performance for this device by applying
neural network techniques. Therefore, we have developed an
accurate multi-layer perceptron neural network to find the
optimal thermionic cooling heterostructures with the better
trade-off between the electron temperature in the quantum well
and the cooling power of the lattice.

We have achieved a good prediction accuracy for the
thermal device properties Te, and CP being their coefficient
of determination R2 = 0.9926, and R2 = 0.9727, respectively.
Also, with the design parameters, we can accurate predict the
injection energy in the quantum well as for W we have obtain
R2 = 0.9952.

Once the neural network accuracy was demonstrated, we
have applied it to one million combinations of the het-
erostructure design parameters finding the configurations with
maximum CP (Lqw = 3.52 nm, Lb2 = 50 nm, γ = 0.28,
V = 0.72 V ), minimum Te (Lqw = 7.20 nm, Lb2 = 50 nm,
γ = 0.17, V = 0.30 V ), and the best trade-off between both
(Lqw = 3.36 nm, Lb2 = 50 nm, γ = 0.27, V = 0.62 V ).

The combination of the non-equilibrium Green’s function
and heat transport with machine learning techniques has
allowed us to drastically decrease the computational require-
ments to perform the heterostructure optimization process, as
the prediction of one million of device configurations taked 0.1
s in comparison with the few days that each device simulation

takes in the NEGF+H+P methodology.
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