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Abstract—Improving contact resistance (Rcnt) becomes 

increasingly challenge in upcoming technology nodes. To figure 

out the fundamental limit of Rcnt, we employed the first-

principles approach. DFT-NEGF analyses are performed 

considering the atomistic nature of dopant and necessary 

corrections for silicon band gap, as well as electronic correlation 

in metal. Our simulation setup successfully predicts the reported 

Schottky barrier height (SBH) and attainable Rcnt in Si/C49-

TiSi2 system. 

Keywords—Contact Resistance, Schottky Barrier Height, 

Density Functional Theory, Silicide 

I. INTRODUCTION 

In advanced nodes, silicide contact ought to be fitted 
within a few nanometer of foot print. To secure the contact 
area, high aspect ratio trenches with the chemical vapor 
deposition (CVD) metallization is commonly adopted. 
Realization of such a 3D profile with conformal coverage and 
minimal contamination is a delicate task. Besides these 
process complexities, the key challenge is the resistance value 
itself. The ambitious target for 3nm node is somewhere around 
2×10-9

−5×10-9 Ω·cm2 [1]. In this study, the feasibility of such 
a target for TiSi2 is investigated. To achieve such a low 
resistance, the tunneling-assistant mechanisms should be 
diligently co-optimized. The practical knobs to do so are the 
doping level and the silicide phase. The role of doping is 
simply to narrow down the barrier width, which in turn boosts 
the tunneling. However, the impact gets saturated around 
5×1020 −1×1021 cm-3 dopant density [2]. To further decrease 
the resistance, Schottky barrier height (SBH) and defect 
distribution need be co-optimized. This is usually done 
through the careful control of the silicide phase and the 
consequent interface chemistry [3]. To estimate the achievable 
target of the contact resistance (Rcnt), given the involved 
chemistry of the problem, first-principles approach seems 
indispensable. Essentially, one needs to carefully account for 
the interfacial atomic configuration along with the 
corresponding electronic structure. Regarding the former, the 

model interface should present the thermodynamically sound 
sample for highly doped silicon in contact with the target 
silicide phase. As for the latter, density functional 
approximation should be tuned to give precise band gap and 
barrier height. Moreover, the energy and extent of interfacial 
states need to be accurate too. This is particularly challenging 
task for conventional density functional theory (DFT), as the 
system involves the localized d-state of transition metals [4]. 

In this study, we considered the practical level of doping 
[5] in pristine Si/C49-TiSi2 system. The resulting non-
equilibrium Green function (NEGF) combined with DFT 
(DFT-NEGF) setup can estimate the lowest limit of Rcnt for 
ideal process condition. The simulation steps are shown in Fig. 
1. We prepared the structures and optimized by PBEsol. To 
compute the electronic structure, exchange-correlation 
functional is parameterized to reproduce the silicon gap. Then, 
Hubbard U correction is employed to adjust SBH and defect 
distribution. These settings are then exported to NEGF solver, 
where Rcnt is calculated using Landauer transmission 
formalism [6-8]. We found that the Hubbard U, extracted in 
ab initio manner, can adjust SBH to the experimental value 
and consequently corrects Rcnt by 10%. The impact of 
atomistic dopants on SBH and trap levels is also studied. 
Taking into account the DFT tuning and atomistic nature of 
dopants, our setup could reproduce the reported Rcnt. 

II. COMPUTATIONAL DETAILS 

We used linear combination of atomic orbital basis for all 
calculations. All the structures including atomistic doped 
configurations are relaxed by the PBEsol functional [9] to 
atomic force smaller than 20 meV/Å. For the PDOS and DFT-
NEGF calculations, metaGGA functionals with DFT-1/2 
corrections are used [10]. The DFT-1/2 parameters are 
optimized to reproduce the silicon bandgap and bandwidth. 
The 7×7×1 k-grids with density cutoff of 150 Hartree are 
applied for structure optimization and PDOS calculations.  
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Fig. 1. The major steps to calculate Rcnt is demonstrated in this 
figure. Firstly, the model structures are relaxed with PBEsol 
functional. To study electronic properties, mGGA-1/2+U functional 
is carefully tuned. Finally, the structures are transformed to device 
setup to perform DFT-NEGF analysis. 

 

The DFT-NEGF calculation are carried out with 13×13×1 
k-mesh, while the transmission spectra are calculated with 
51×51×1 k-mesh. The calculations in this report are 
performed with Quantum ATK [11] and the in-house tool. 

III. ELECTRONIC STRUCTURE OF TRANSITION-METAL  

SILICIDE 

The chemistry of the transition metals is mainly 
determined by the valance electrons in d-shell. In case of 
TiSi2, the hybridization of Ti-d and Si-p makes the covalent 
backbone of the electronic structure. The density of state 
around the Fermi level can be roughly understood as 
combination of bonding, non-bonding and antibonding d-
orbitals, as shown in Fig. 2. We verified our ligand field 
analysis by comparison the reference bulk and Si-vacant 
structures, as depicted in Fig. 3. In the case of Si/C49-TiSi2 
interface, Ti atoms tend to rearrange the interfacial silicon into 
configuration similar to bulk silicide. In other words, metal-
rich interfaces try to convert the interfacial silicon into silicide 
configuration. However, the mere mismatch of the interface 
inflicts certain amount of missing bonds with extra non-
bonding states. This scenario can be understood by 
benchmarking PDOS of titanium atoms deep in the metal 
against the ones located at the interface, Fig. 4. It has been 
already shown that these metal-dangling bonds (MDB) are 
crucial for silicide contact. In fact, the weak Fermi level 
pinning and facet dependence of SBH are all signature of MDB 
[12]. However, the accurate description of MDB’s electronic 
structure is difficult for conventional DFT. 

 

Fig. 2. Top and side view of C49 configuration are demonstrated in 
(a) and (b). The black, brown and beige spheres represent the Ti, 

out-of-plane Si and in-plane Si atoms, respectively. The schematic 
and calculated PDOS of the C49-TiSi2 are presented in (c) and (d). 

 In practice, popular exchange-correlation functionals tend 
to underestimate the Coulomb interaction of localized d-
states, which in turn results in erroneous delocalization. The 
Hubbard U amendment is commonly applied as a low cost 
remedy. In this study, as shown in Fig. 5, the U parameter is 
calculated via linear response approach [13]. The estimated U, 
i.e. 3.7 eV, sets the correct energy for non-bonding states and 
fixes SBH very close to the experimental values [14]. In Fig. 
6, the impact of U parameter on PDOS and effective charge 
transfer are illustrated. As expected, adding Hubbard term 
attenuates the charge transfer among titanium and silicon 
atoms, which effectively reduces SBH by ~40 meV. 

 
Fig. 3. To verify the ligand analysis in Fig. 2, two Si-Vacancy sites 
are studied, as shown in (a). The in-plane (out-of-plane) defect is 
marked with the orange (red) circle. In (b) and (c), PDOS of Ti w/ 
and w/o of Si-defects are presented. As expected, non-bonding peak 
appears in defective samples. 

 
Fig. 4. PDOS of interfacial Ti is compared with bulk-like ones. The 
peak near the Fermi energy represents MDB states due to non-
bonding d-orbitals. 

 

 

Fig. 5. (a) shows the d-occupations of a Ti atom to obtain Hubbard 
U parameter with linear response method. For our mGGA-1/2 
setting, the Hubbard U value is ~3.7 eV. The sensitivity of nSBH to 
U parameters are shown in (b). The linear response U correctly 
predicts the experimental value. 
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Fig. 6. The impact of U setting on differential density is shown in 
(a). The localization of MDB hampers the charge transfer. In (b), the 
corresponding correction on PDOS for interfacial TiSi2 is illustrated. 

 

 
Fig. 7. (a) shows the influence of DFT-1/2 and + U (U=3.7 eV) 
correction in effective potential for DFT-NEGF calculations. The 
resulted Rcnt values are presented in (b). The SBH and Rcnt increase 
(decrease) by DFT-1/2 correction (+U correction). 

 
Following the steps in Fig. 1, Hubbard U and DFT-1/2 setting 
are exported to device simulator. The subsequent impact of 
functional tuning is shown in Fig. 7. As expected, DFT-1/2 
treatment widens the Silicon gap, which results in larger SBH 
and thicker barrier. Consequently, the resistance increases by 
~20%. However, adding U correction lowers SBH, as shown 
in Fig. 5, and brings ~10% reduction in resistance.      

IV. ATOMISTIC PRESENTATION OF DOPED SILICON 

For precise modeling of SBH, the impact of image charge 
is crucial [15]. The atomic representation of dopants near the 
metallic interface guarantees the accurate dipole interactions. 
In this report, a pool of 36 interface samples is prepared, which 
covers all possible phosphorus substitutions corresponding to 
7.3×1020 cm-3 density. To be consistent with the actual 
silicidation process [3], the domain of doping is extended into 
the metallic layer. All structures are prepared in periodic 
boundary condition with 8nm of silicon slab. The relaxation 
and energetic estimation are carried out by PBEsol functional. 
In the next step, the equilibrium partition function is used as 
the weighting factor, as shown in Fig. 8. The lowest energy 
sample has phosphorous inside silicon, whilst the second 
important one allocates dopant in metal layer. The weighting 
factor is negligible for the rest of the samples.  

Eventually, the important model structures are 
transformed to device architectures for DFT-NEGF analysis 
as shown in Fig. 9. To understand the impact of phosphorous 
dopant, the interfacial TiSi2 PDOS and position dependent 
effective potential are compared with the case of homogenous 
background doping (HBD). As shown in Fig. 10, 
consideration of ion can changes the PDOS and SBH. For 
important samples we calculated, the phosphorus dopant 
reduces MDB and increases the SBH. The raise of barrier 
height combined with ionized impurity scattering and reduced 
PDOS near Fermi level escalates Rcnt by 10%, as depicted in 
Fig. 11. Especially, the shape of the transmission seems to 

have strong correlation between the shape of PDOS. This 
implies the MDB influenced by Hubbard U and ionic dopant is 
an important factor which determines Rcnt.  

 

 

 

Fig. 8. The energy difference and the related probability function are 
shown for atomically doped structures. For the first 18th samples, 
phosphorous are contained in silicon. For the rest of samples, dopant 
diffused into metal. 
 

 
Fig. 9. Typical device structure for homogeneously and atomically 
doped samples are shown in (a) and (b). The blue, white, beige, 
green and red spheres represent N, Ti, Si, n-doped Si, and P, 
respectively.  

 

 
Fig. 10. The left panel shows the PDOS of interfacial TiSi2 with 
doped Si/TiSi2 interface calculated via DFT-1/2+U (U=3.7 eV). The 
MDB states strongly affected by the atomistic dopant. The effective 
potential is benchmarked between HBD and sample #8 and #23 in 
Fig. 8 (right panel). The atomically doped sample gives higher SBH. 

 

 

Fig. 11. In left panel, Landauer transmission are shown for important 
samples. The corresponding Rcnt are depicted in right panel. In 
effect, atomic doping increases the Rcnt by 10% to the limiting value 
of 1.3×10-9 Ω·cm2. The shaded area demonstrates the experimental 
Rcnt corresponds to active doping ND=7-9×1020 cm-3 [3, 5]. 
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V. CONCLUSION 

The DFT description of TiSi2 is improved by Hubbard 
model. The U parameter is extracted in ab initio way. This 
setting successfully predicts SBH and trap distribution of 
Si/C49-TiSi2 interfaces. Considering the impact of dopant 
ions, the transport simulation predicts 1.3×10-9 Ω·cm2 as the 
theoretical limit of Rcnt for 7.3×1020 cm-3 doping density, 
which is close to measurement [3]. 
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