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Welcome to SISPAD 2022

Dear Colleague,

On behalf of the University of Granada and the Organizing Committee, I warmly wel-
come you to the 27th International Conference on Simulations of Semiconductor Pro-
cesses and Devices. It has been a difficult period with the worldwide pandemic. The
last two editions were very complicated, and I would like to publicly recognize the ef-
forts and generosity of the Organizing Committees of SISPAD-2020 (Osaka, Japan) and
SISPAD-2021 (Dallas, TX, USA) for keeping the conference even in so difficult circum-
stances. We’re all in debt to them. Thank you !!

We would also like to make a special mention to the Steering Committee of SISPAD
and its President Prof. Juergen Lorentz, for their support, professionality, and their valu-
able advice during the organization of the conference.

I am very grateful that so many of you have been able to overcome the difficulties
and make it to Granada. This run of SISPAD 2022 has once again attracted an extremely
high standard of participants and I am sure that this will be an extraordinary meeting.
Our delegate list includes contributions from twenty-two countries, from many leading
companies, Universities and Research Labs. So I anticipate plenty of stimulating discus-
sions. I also hope that SISPAD 2022 will promote new collaborations between industry
and academia which will further advance the science of Semiconductor simulations.

The success of a meeting like SISPAD depends, of course, on the quality of the pre-
sentations but even more important is the active participation of the other assembled
experts. So, I encourage everyone to take part in the discussions and debates that go on
both during the scientific sessions and during the breaks. We have tried to put all the
ingredients so the conference becomes a familiar and comfortable event, and you feel at
home.

We have not spared any efforts to allow the SISPAD conference to recover the ex-
cellence that it used to have in the events previous to the pandemic, not only in the
scientifical sphere but also in the social one. And, here we have counted with the in-
estimable help of the city of Granada. Granada has an incomparable historical, cultural
and social heritage. For thousands of years, Granada has served as a place of convivence
for millenary civilizations, Jews, Christians and Muslims. Granada and its Alhambra rep-
resent an incomparable frame of mixing of cultures, and peaceful coexistence. And all
these have deeply marked the actual life and spirit of an old, but at the same time mod-
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ern city and its open-mind population.

Granada is also the seat of one of the older Universities in Spain and in Europe.
Founded by Emperor Charles V in 1531, the University of Granada with almost 500 years
of history, is today one of the more active Universities in Spain (in the top 3) and it is
ranked in the top 200 of all Universities Worldwide.

I would like to thank you all – presenters, audience, exhibitors, organizers and the
SISPAD committees (Steering Committee and Technical Programme Committee) - for
your participation in this conference. I hope you have an interesting, informative, en-
joyable, and overall, unforgettable stay at Granada.

F. Gamiz
SISPAD 2022 Conference Chair
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DTCO Flow for Air Spacer Generation and its Impact on Power and Per-
formance at N7
L. Filipovic, O. Baumgartner, J. Piso, J. Bobinac, T. Reiter, G. Strof, G. Rzepa, Z.
Stanojevic and M. Karner . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

GPGPU MCII for high-energy implantation
Fumie Machida, Hiroo Koshimoto, Yasuyuki Kayama, Alexander Schmidt, Inkook
Jang, Satoru Yamada and Dae Sin Kim . . . . . . . . . . . . . . . . . . . . . 36

Modeling Electrical Resistivity of CrSi Thin Films
K. Sonoda, N. Shiraishi, K. Maekawa, N. Ito, E. Hasegawa and T. Ogata . . . . . . 38

Modeling Non-Ideal Conformality during Atomic Layer Deposition in High
Aspect Ratio Structures
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Abstract—The electron charge and its response to the 

electrostatic field resulting in electrical charge redistributions and 
currents is at the heart of the complimentary metal-oxide-
semiconductor (CMOS) transistors’ functionality. As the scaling 
of CMOS-based technology displays signs of an imminent 
saturation, an introduction of novel non-conventional 
computational degrees of freedom to sustain the path of energy 
efficient computing at reduced costs becomes paramount. 
Employing the second intrinsic electron characteristics – the 
electron spin – offers additional functionality to electron devices 
and may further boost the performance of integrated circuits. 
Apart from forming a qubit, the electron spin is promising for 
digital applications. SpinFETs and SpinMOSFETs are devices 
using the spin polarization, with nonvolatility introduced through 
the relative magnetization orientation between the ferromagnetic 
source and drain. Several fundamental problems including the 
spin injection from metal ferromagnets to a semiconductor, spin 
propagation and relaxation, as well as spin manipulation by the 
gate voltage were successfully demonstrated recently providing a 
vision that these devices may appear in significant numbers on the 
market in the non-distant future.  

On the memory side, the nonvolatile CMOS-compatible spin-
transfer torque (STT) and the spin-orbit torque (SOT) 
magnetoresistive random access memories (MRAMs) are already 
competing with flash memory. MRAM is expected to replace 
DRAM and SRAM in embedded applications. MRAM possesses a 
simple structure, long retention time, high endurance, and it is 
fast. A combination of nonvolatile elements with CMOS circuitry 
allows to shift the data processing into the nonvolatile segment 
paving the way for a novel low power computational paradigm 
based on logic-in-memory and in-memory computing 
architectures.  

To model MRAM, an appropriate extension of the spin and 
charge transport equations to multi-layered structures consisting 
of normal and ferromagnetic metal layers separated by tunnel 
barriers is required. The charge current is accurately reproduced 
by a low conductivity locally depending on the angle between the 
magnetization vectors, while for the spin current proper boundary 
conditions at the tunnel barrier interfaces are needed. We apply 
our approach to model the magnetization dynamics in ultra-scaled 
MRAM cells with composite elongated free layers. 

Keywords— charge and spin currents, TCAD, digital spintronics, 
SpinFET, SpinMOSFET, STT-MRAM, SOT-MRAM. 

I.  INTRODUCTION  
Continuous miniaturization of metal-oxide-semiconductor 

field effect transistors (MOSFETs) is one of the main drivers 
ensuring the impressive increase in speed, performance, density, 
and complexity of modern integrated circuits. Numerous 
outstanding technological challenges have been resolved on the 

exciting journey of continuous transistor downscaling. At all 
stages, accurate TCAD tools were paramount to predict the 
device functionalities, to optimize the parameters, and to obtain 
the best performance. To describe the electron transport, the 
drift-diffusion model enjoyed a remarkable success at earlier 
stages of MOSFETs modeling due to its relative simplicity, 
numerical robustness, and the ability to perform two- and three-
dimensional simulations on large unstructured meshes [1].  

Since the 90nm technology node, strain as a MOSFET 
channel mobility booster was introduced [2]. This allowed 
improving the on-current while maintaining other characteristics 
including the off-current unchanged. To improve the on-current 
in n-silicon channels, tensile capping layers were used. In p-
channels compressive capping layers were complemented by 
epitaxially re-grown SiGe source and drain enhancing strain [2]. 
The simulation tools incorporated corresponding strain-
enhanced mobility models which were carefully tailored with 
the help of accurate band structure calculations of strained Si [3].  

To proceed to the 45nm CMOS technology node, the 
electrostatic channel control was improved by replacing the 
native SiO2 gate oxide with a high permittivity HfO2 dielectric 
and metal gates [4]. The use of HfO2 allowed to maintain the 
physical gate oxide sufficiently thick to suppress parasitic 
tunneling leakage currents. However, to preserve a good 
electrostatic channel control at the 22nm technology node, a new 
architecture of three-dimensional tri-gate transistors was 
required [4]. Importantly, the doping of three-dimensional fins 
became unnecessary as the electron confinement in the channel 
is geometrical and is not due to the depletion. This allowed to 
make the fins taller and thinner, which, in combination with 
strain and high-k dielectrics/metal gates allowed to scale the 
technology down to 14nm [5] and 10nm [6]. By introducing 
pitch splitting, self-aligned patterning, and EUV lithography the 
transistor miniaturization was continued down to 7nm feature 
size [7]. Using full-fledged EUV lithography and high mobility 
channel FinFETs, the 5nm technology node provides ~1.8x 
improvement in logic density, 15% speed gain, and 30% power 
reduction compared to its previous generation [8]. For upcoming 
technology nodes, gate-all-around devices are optimal 
candidates. To sustain the high on-current through the transistor, 
the channel in such devices should contain several nanosheets 
surrounded by the gates [9].  

To model such devices, quantum effects including a 
confinement at least in the direction orthogonal to transport must 
be included [10]. When modeling the transport in ultra-scaled 
fins with only a few subbands occupied, a full subband method 
[11] must be applied.  
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For sufficiently long transistor channels the carrier motion in 
transport direction can often be treated semi-classically, and the 
use of transport models based on a set of coupled subband 
Boltzmann transport equations is required [12]. In ultra-scaled 
MOSFETs, however, the current becomes close to ballistic and 
is determined by several transversal propagating modes in the 
channel. In this case the channel conductance ceases to depend 
on the channel length. It then follows that in order to maintain 
the same current through the channel, the supply voltage must 
be fixed. It does not decrease with the channel length regardless 
of its reduction [13]. This results in an approximately constant 
power dissipation of a single MOSFET, so the generated heat 
per area increases rapidly with increasing transistor density, 
which puts a foreseeable limitation on scaling. 

II. ELECTRON SPIN AS A COMPUTATIONAL DEGREE  
As the downscaling of charge-based CMOS devices is 

approaching its saturation, the electron spin attracts much 
attention as a suitable candidate for complementing or even 
replacing the charge degree of freedom in future microelectronic 
devices [14], [15], [16]. The electron spin can point in any 
direction on a Bloch sphere. A single spin is suitable to build a 
qubit as opposed to a bit of binary information. Two or more 
qubits can be in an entangled state. This state cannot be 
represented as a direct product of independent qubits. The 
entangled state is therefore characterized by quantum 
mechanical correlations which cannot be described by classical 
mechanics. Therefore, using qubits for quantum information 
processing guarantees a superiority of a quantum computer over 
a classical one for certain applications. Single-spin qubits in 
semiconductors are realized with impurities [17] or quantum 
dots [18]. Single-spin qubits in diamond and SiC demonstrate a 
spin coherence time of several microseconds even at room 
temperature [19]. The quantum dot technology was recently 
shown to have a potential towards utilization in a large-scale 
quantum computer. It allows to process three-dimensional 
silicon quantum chips, in which a precise interlayer alignment is 
achieved and, therefore, a highly accurate manipulation and 
detection of the spin states is possible [20]. A successful 
implementation of a quantum computer based on spins in 
quantum dots requires the capability of efficient spin initiation, 
coherent manipulation, and reliable read-out [21]. An 
unprecedented advantage in these fields has been demonstrated 
with the successful realization of a two-qubit quantum gate [22] 
as well as of a quantum processor with a fidelity exceeding 99% 
[23]. The pressing challenge is to proceed to a larger 
computational network of qubits. Employing quantum dots is an 
attractive option due to their similarity to scaled transistors 
giving the perspective to integrate spin qubit devices on a 
300mm wafer [24].  

Spins of impurities in solids represent another attractive 
option to create qubits. Spins of impurities can be combined with 
nearby nuclear spins. Recently, a three-qubit quantum processor 
[25] as well as a ten-qubit solid-state spin register with a long- 
time stable quantum memory up to one minute [26] were 
demonstrated. However, the technology requires a controllable 
creation of defects with long-living spin states, which represents 
a significant challenge in modern semiconductor technology.  

The stationary spin state is characterized by one of the two 
possible projections on a given axis. Therefore, if the axis 
orientation is given, for example, by means of a magnetic field 

or a magnetization direction, the two states of spin projections 
can be used for classical data processing. Therefore, apart from 
quantum applications, the electron spin offers a great 
opportunity to design devices with superior characteristics for 
digital applications. Modeling approaches and status of spin 
augmented electron switches as well as a spin current enabled 
magnetoresistive random access memories (MRAM) are 
discussed next.  

III.  SPINFETS AND SPINMOSFETS 
In addition to the electron charge, a spin field-effect 

transistor (SpinFET) [27] employs the spin polarization to enrich 
the transistor performance. A SpinFET is composed of a 
semiconducting channel region sandwiched between the two 
ferromagnetic contacts, source and drain. The ferromagnetic 
source contact injects spin-polarized electrons in the 
semiconductor region. As the electron reflection depends on the 
ferromagnetic drain orientation relative to the current 
polarization, the electrons with their spins aligned to the drain 
contact magnetization can leave the channel more easily through 
the drain contact, thus contributing most to the current. 
Therefore, the electric current depends on the drain 
magnetization orientation relative to the spin polarization of the 
current close to the drain. Thus, the drain magnetization can be 
used to detect the spin polarization of the electric current. In the 
case of parallel or anti-parallel orientations of the source and 
drain the on-currents through the transistor are different. This 
opens a path to a reconfigurable logic [28], when the same 
device possesses different characteristics depending on the 
source-drain relative magnetization orientation. The spin-related 
signal is therefore the on-current difference in the parallel and 
anti-parallel configuration of the source and drain 
magnetizations. Experimentally, a large absolute (but not 
relative) difference between the two values of the on-currents for 
parallel and anti-parallel source-drain orientations was recently 
observed in a Si MOSFET at room temperature [29].  

In contrast to the electron charge, the electron spin 
polarization injected into the channel with the charge current 
relaxes to its equilibrium zero value while propagating through 
the channel. In [29] the distance between the source and drain 
was several micrometers. It implies that, if the spin polarized 
current was injected into the Si channel through the source, it 
remains spin-polarized at the drain after the electrons flow 
through the channel. This finding signifies that the spin diffusion 
length in silicon at room temperature is long and sufficient for 
spin-based digital applications. The spin relaxation can be 
further significantly suppressed by using stress [30], the 
technique commonly applied to boost the carrier mobility in Si 
[2]. 

However, there is one caveat: Due to the spin conductivity 
mismatch [31] between the ferromagnetic metal contact and the 
semiconductor, a spin polarization cannot be dynamically 
injected into the semiconductor with the current. As silicon is a 
non-magnetic semiconductor, the densities of states for spin-up 
and spin-down electrons are equal. When the current flows 
through the interface between a ferromagnetic metal and a 
semiconductor, the supply of both spin-up and spin-down 
electrons in the semiconductor is overwhelmingly high. Both 
states with spin-up and spin-down are equally populated. The 
current running through the semiconductor remains unpolarized.  
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After the spin-impedance mismatch [31] problem between 
the ferromagnetic metal and a semiconducting channel had been 
understood, a solution to inject spin-polarized current was soon 
proposed [32]. By inserting a tunnel barrier in the ferromagnet-
semiconductor contact the flux of the electrons is reduced to 
such an extent that the densities of state-up/down in the 
semiconducting channel are populated proportionally to the 
majority/minority spins in the ferromagnet. The tunnel barrier 
must neither be too thick nor too thin. In the famous 
SpinMOSFET demonstration [29], MgO tunnel barriers 
guaranteed a successful spin injection and detection with 
ferromagnetic source and drain contacts.  

The idea to manipulate the electron spins by the gate voltage 
proposed in [27] has inaugurated a new field of spin-based 
electronics, i.e., spintronics. However, the demonstrated device 
[29] is not a real SpinFET [27] as the (back)gate only serves to 
turn the current on or off. The proposal [27] constitutes an all-
electric, not magnetic, way to controllably manipulate spins by 
an effective spin-orbit field. As the strength of the spin-orbit 
field depends on the electric field at the interface [33], which is 
modulated by the gate voltage, it makes the spins to precess at a 
certain gate voltage-dependent angle, while the spins are 
propagating in the channel under the gate. The fact that the spin-
orbit field depends on the electron momentum guarantees that 
all ballistically propagating electrons acquire the same spin 
rotation [27] at the end of the channel. To demonstrate a 
SpinFET one should have a semiconductor with a strong spin-
orbit interaction, which is beneficiary for manipulating the spins. 
The spin-orbit interaction is several orders of magnitude larger 
in III-V semiconductors compared to the one in Si making them 
good candidates to build SpinFETs. However, a strong spin-
orbit interaction also results in a strong spin relaxation. 
Therefore, a SpinFET made with III-V channels can only 
operate at cryogenic temperatures. For a demonstration of the 
gate-induced spin precession it is necessary to avoid 
ferromagnets as they can cause stray fields resulting in spurious 
current oscillations. An elegant solution to the problem of 
injecting spin-polarized electrons without using ferromagnetic 
contacts was recently [34] proposed. The effective spin-orbit 
field [33] guarantees that the moving electrons become 
automatically spin-polarized. Injecting spins through a point 
contact biased with a normal electric field created by additional 
gates results in spin-polarized injection currents. Using this 
injection technique, the current modulation by means of the 
gate–voltage-dependent spin-orbit field was confirmed [34]. 
This is the first successful demonstration of a SpinFET at 
cryogenic temperatures [34] 25 years after it was predicted [27]. 

Although many fundamental problems and technological 
challenges have been resolved and a SpinFET and a 
SpinMOSFET were successfully demonstrated, both devices 
still rely on the charge current to transfer the spin and, therefore, 
are prone to the same limitations as CMOS FETs. In addition, 
the absence of an efficient and purely electrical spin injection 
scheme into a semiconducting channel results in a small relative 
difference between the on-current in the parallel and anti-
parallel source-drain configuration. New innovative solutions 
for purely electrical efficient spin injection and manipulation are 
urgently needed. Exploring special properties of novel two-
dimensional materials is one possible avenue: Recently, it was 
shown that the in-plane electric field in a sheet of tungsten 

diselenide bonded on a sheet of bilayer graphene is capable of 
changing the polarization of the spin current up to room 
temperature [35]. An alternative path is to explore devices which 
already possess a large magnetoresistance. 

IV. EMERGING MAGNETORESISTIVE MEMORIES 

A magnetic tunnel junction (MTJ) is a sandwich made of 
two ferromagnetic contacts separated by a tunnel junction. 
The tunnel magnetoresistance ratio in MTJs can reach several 
hundred percent at room temperature [36]. Due to the large 
difference in the resistances of the parallel and anti-parallel 
MTJ configurations, MTJs are suitable for storing the binary 
data. The typical resistance of an MTJ is similar to that of a 
MOSFET. It makes MTJ-based memories electrically compat-
ible with CMOS circuitry without extra amplifiers to convert 
the spin (magnetization) degree into charge. The spin-transfer 
torque effect [37], [38] has been shown to be perfectly suitable 
for the electrical data writing. Indeed, the magnetization of a 
free layer (FL) can be changed between the two orientations 
parallel and antiparallel to the magnetization of the fixed layer 
by passing an electric current through an MTJ. 

STT-MRAM is considered as a perfect candidate for future 
universal memory. STT-MRAM is fast (10ns), it possesses 
high endurance (1012), and it has a simple structure. It is com-
patible with CMOS technology and can be straightforwardly 
embedded in circuits [39]. STT-MRAM solutions compatible 
with 22nm FinFET [40] and 16nm FD SOI [41] technologies 
are available. An MRAM cell consists of several layers, in-
cluding CoFeB ferromagnetic reference and free layers sepa-
rated by an MgO tunnel barrier. To increase the perpendicular 
magnetic anisotropy, the FL, typically composed of two 
CoFeB layers and a thin metal buffer, is interfaced with the 
second MgO layer [42]. Introducing more MgO layers [43] 
and elongating the FL allows to boost the perpendicular ani-
sotropy even further, while reducing the FL diameter [44]. For 
an accurate design of ultra-scaled MRAM cells it is paramount 
to properly incorporate ferromagnetic layers separated by nor-
mal metal buffers MgO barriers in between [45]. Incorporat-
ing torques acting on the textured magnetization in elongated 
ultra-scaled FLs [45] is important The coupled spin and 
charge transport approach [45] coupled with temperature [46], 
[47] was demonstrated to be applicable [48] to double refer-
ence layer STT-MRAM [49] as well as it can be generalized 
to describe spin-orbit torques (SOT) [50] in SOT-MRAM.  

V. CONCLUSION 

A successful adoption of the electron spin in 
microelectronics can potentially revolutionize data processing 
by, e.g., introducing spin-based qubits and the use of the electron 
spin in digital switches. Both fields are still in the fundamental 
research phase, just the emerging magnetoresistive memories 
already employ the spin currents for their operation. MRAM is 
fast nonvolatile, and CMOS-compatible. Developing logic-in-
memory architectures suitable for in-memory processing will 
inevitably improve ultralow-power electronics, Big Data 
analysis, automotive electronics, and the Internet of Things. The 
electron spin can also be expected to have an enormous impact 
on neuromorphic computing and artificial intelligence of things.  
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Abstract 

 In this work, we present the novel multi-state non-
volatile memory (NVM) device where ferroelectric 
(FE) nanopillars are embedded in a dielectric (DE) 
medium. Using our in-house 3D phase field simulator 
developed to treat the FE-DE composite system stably, 
we demonstrate that 𝑛𝑛 FE nanopillars can generate 
more than 2𝑛𝑛 states, enabling high storage capacity. 
The multi-states of the pillar array device are attributed 
to the depolarization field modulation with the pillar 
height and the multi-domain topological states of 
nanoscale FE structures.  

Introduction 
FE materials have attracted attention for NVM 

applications where two reversible polarization states 
are utilized [1]. To increase the storage capacity of the 
ferroelectric-based NVM, there have been reported 
various device concepts to achieve multi-states in a 
single cell. For example, the multi-layer structure of 
FE and DE can exhibit multi-states through sequential 
switching of each FE layer [2] or modulating the 
number of switching pathways [3]. These approaches 
generate multi-states that are fully poled FE states. In 
addition to using the poled states, multi-domain 
topological states of the nanoscale FE structures can 
be also utilized [4]. In this work, we present a novel 
multi-level NVM of FE nanopillars embedded in a 
dielectric medium. With 3D finite element TDGL 
simulations, we show that a 2-pillar system can create 
more than 4 states. Indeed, using a simple step pulse, 
we find that 8 states can be accessed from initial fully-
poled polarization states.  

Simulation methods 
For a composite system of FE and DE, the 

polarization (𝑷𝑷) discontinuity occurs at the interface 
between FE and DE. The discontinuity results in the 
depolarization field which plays an important role in 
𝑷𝑷  switching. In addition, it can cause numerical 
instability with oscillations and divergence [5]. In this 
work, to accurately incorporate the depolarization 
field effect and resolve the issue of the numerical 
instability, we have developed 3D finite element 
phase-field simulator where TDGL equation is solved 
together with Poisson’s equation. The time evolution 
of 𝑷𝑷 is obtained by solving the TDGL equation as 

−𝜌𝜌
𝑑𝑑𝑃𝑃𝑖𝑖(𝒓𝒓, 𝑡𝑡)

𝑑𝑑𝑡𝑡 =
𝛿𝛿𝛿𝛿

𝛿𝛿𝑃𝑃𝑖𝑖(𝒓𝒓, 𝑡𝑡)  
, 𝑖𝑖 = 𝑥𝑥,𝑦𝑦, 𝑧𝑧  (1) 

𝛿𝛿 = � 𝑑𝑑𝑑𝑑
 

𝑉𝑉
 (𝛼𝛼𝑖𝑖𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖 + 𝛽𝛽𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖 

+𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑛𝑛𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑛𝑛 + 𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝜕𝜕𝑖𝑖𝑃𝑃𝑖𝑖𝜕𝜕𝑖𝑖𝑃𝑃𝑖𝑖 − 𝑃𝑃𝑖𝑖𝐸𝐸𝑖𝑖)  (2) 

where 𝜌𝜌 is the kinetic coefficient, 𝛿𝛿 is the total free 
energy, 𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  is the gradient energy coefficient, 𝛼𝛼𝑖𝑖𝑖𝑖 ,
𝛽𝛽𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 are the Landau free energy coefficients, 
and 𝐸𝐸𝑖𝑖  is the electric field. The in-house simulator 
can treat 3D geometrical model (𝑥𝑥, 𝑦𝑦, 𝑧𝑧)  and 
polarization vector (𝑃𝑃𝑥𝑥 , 𝑃𝑃𝑦𝑦 , 𝑃𝑃𝑧𝑧). In this work, however, 
a uniaxial ferroelectric is assumed whose 𝑷𝑷 direction 

 
Fig. 1. Schematic structure of FE-nanopillar devices 
with the FEM mesh configuration 
 

 
Fig. 2. 𝑃𝑃𝐴𝐴𝑉𝑉𝐴𝐴 - 𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴 hysteresis loops for two FE 
nanopillars in dielectric medium with different pillar 
heights (ℎ1 and ℎ2). (a) ℎ1= ℎ2= 8 nm, (b) ℎ1= 8 
nm and ℎ2= 7 nm, and (c) ℎ1= 8 nm and ℎ2= 6 nm. 
(d) Polarization distribution of (i)-(vi) states of (a)-(c). 
Blue and red colors indicates the up and down 
polarization, respectively.  
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is parallel to z-axis. In general, the polarization values 
(𝑷𝑷)  calculated from the TDGL equation are 
differentiated to obtain the polarization bound charges 
∇ ⋅ 𝑷𝑷 for the Poisson’s equation. Instead, to directly 
use 𝑷𝑷 without a loss of precision by the numerical 
differentiation, the Poisson’s equation is solved in 
mixed finite element formulation introducing the 
displacement vector (D) as a unknown variable, 

∇ ⋅ 𝑫𝑫(𝒓𝒓) = 0 (3) 
𝑫𝑫(𝒓𝒓) − 𝜖𝜖(𝐫𝐫)∇𝜓𝜓(𝒓𝒓) −𝑷𝑷(𝒓𝒓) = 𝟎𝟎 (4) 

To reduce the number of unknown variables and 
avoid the numerical instability, the local discontinuous 
Galerkin finite element method is employed for the 
space discretization of Eq. (1), (3), and (4) [6]. The 
time evolution of Eq. (1) is calculated using the 
diagonally implicit Runge-Kutta method [7].  

Results and Discussion 
A single FE nanopillar can take at least two 

polarization configurations of the fully poled states. 
Thus, an array structure with 𝑛𝑛 FE nanopillars can 
have 2𝑛𝑛  states, as each nanopillar has two poled 
states. To investigate the multi-state property, we 
simulated the devices with two FE cylindrical 
nanopillars in the dielectric medium, where the heights, 
ℎ1 and ℎ2, of the pillar, are varied as shown in Fig. 1. 
The diameter of each pillar is 6 nm and inter-pillar 
distance (𝑑𝑑) is kept fixed at 6 nm. 

Figure 2 shows the simulated hysteresis loop of the 
average polarization of two pillars (𝑃𝑃𝐴𝐴𝑉𝑉𝐴𝐴) as a function 
of the applied voltage (𝑑𝑑𝐴𝐴𝐴𝐴𝐴𝐴). In Fig. 2(a), only two 
𝑃𝑃𝐴𝐴𝑉𝑉𝐴𝐴  states are exhibited for the case of two identical 
pillars ( ℎ1 = ℎ2 ). These states are the poled 
monodomain states shown in panels (i) and (ii) of Fig. 
2(d). The polarization states of the two nanopillars 
simultaneously and independently switch because the 
coercive fields of the two pillars are same. If the pillar 
heights are different (ℎ1= 8 nm and ℎ2 = 7 nm), the 
two states labeled as (iii) and (iv) in Fig. 2(b) are 
generated besides the monodomain states. The two 
states result from the polarization switching of the 
shorter FE nanopillar as illustrated in panels (iii) and 
(iv) of Fig.2(d). This is because the depolarization field 
increases as the pillar height decreases, and the 
polarization state of the shorter pillar of ℎ2 = 7 nm is 
switched to the opposite poled state at weaker applied 
voltage. 

It is remarkable that a further decrease in the pillar 
height of ℎ2  = 6 nm creates two additional states 
labeled as (v) and (vi) in Fig. 2(c). The states originate 
from the multi-domain topological states illustrated in 
panels (v) and (vi) of Fig. 2(d). These concentric-
cylindrical states (CCS) are induced by the Landau-
Lifshitz domain branching effect where the 
depolarization field from the nonuniform 
monodomain polarization distribution reduces the 
polarization at the center surface [5], [8].  

To explore the possible hidden states which are not 
shown in the hysteresis loop, the step pulse is applied 
to the device with ℎ1= 8 nm and ℎ2 = 6 nm. Two 
initial states of up and down monodomain states are 

set up, and the pulse of the opposite electric field is 
applied. The pulse width is varied from 5𝜏𝜏k to 45𝜏𝜏k, 
where 𝜏𝜏k is the relaxation time scale of 𝜌𝜌/|𝛼𝛼| of Fig. 
3(a) and (b). As shown in Fig. 3(c) and (d), the six 
stable states of (i)-(iv) correspond to those in Fig. 2(d). 
Note that two hidden states of (vii) and (viii) are 
accessed by the simple step pulse, and these states are 
created by the CCSs of the longer pillar of ℎ1= 8 nm, 
as shown in panels (vii) and (viii) of Fig. 3(e).  

Conclusions 
In this work, we propose a novel multi-level NVM 

using FE nanopillars in a dielectric medium. Through 
3D TDGL simulations, we theoretically demonstrate 
that 𝑛𝑛-nanopillars can generate more than 2𝑛𝑛 states. 
The multi-states of the FE pillar system are attributed 
to the consecutive switching of the polarization states 
of the FE nanopillars with different heights and the 
topological multi-domain states. This feature can be 
used toward high storage capacity NVM.  
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Fig. 3. Step pulse of (a) 1.5 V and (b) -1.5 V with 
different pulse widths. 𝑷𝑷𝑨𝑨𝑨𝑨𝑨𝑨  as a function of pulse 
widths for the initial monodomain states of (c) up and 
(d) down. (i)-(vi) states correspond to those in Fig. 2(d). 
(e) The hidden states of (vii) and (viii).  
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Abstract—This paper reports a semi-empirical, SPICE compat-
ible and computationally efficient compact model for ferroelectric
capacitors (Fe-CAP). This compact model is inspired by Jiles-
Atherton model of ferromagnets, which features significantly
smaller computational effort than other state-of-the-art models.
This model successfully reproduces the evolution of the memory
window and hysteresis of ferroelectric capacitors for any arbi-
trary signal. We have successfully calibrated this model with the
experimentally characterized polarization switching dynamics of
fabricated 10nm silicon doped hafnium oxide based Fe-CAP.

Index Terms—Hafnium oxide, compact modeling, ferroelectric
capacitors, nonvolatile memory, FeFET.

I. INTRODUCTION

Due to its CMOS compatibility and scalability, hafnium ox-
ide (HfO2) based FeFET are been investigated as potential next
generation nonvolatile memory (NVM). Successful integration
of FeFETs into advanced technology nodes have further trig-
gered the research interest among the scientists for deploying it
with embedded NVM applications. Hereforth, it is necessary to
have a SPICE compatible, computationally efficient compact
model to investigate the performance of ferroelctric capacitors
for large-scale integration. There have been numerous studies
on compact model generation for Fe-CAPs. The very first
physical compact model is based on the phenomenological
Landau equation, which describes the ferroelectric behavior by
a power-law relation of polarization and voltage. However, this
relationship is not always physically achievable. Theoretically,
this model predicts a negative capacitance region, which is
suited for steep-slope FETs, however not appropriate for
memory cells such as FeFET.Previously mainly applied FeFET
memory models, which are based on the Preisach model are
computationally demanding, which limit their applications in
large circuit implementations, such as neuromorphic systems.
Here, we present a computationally efficient ferroelectric
model based on Jiles-Atherton equations, which is Verilog-A
compatible and also reproduces the experimental results with
high accuracy.

II. EXPERIMENTAL

For comparison a 10nm ferroelectric Si:HfO2 has been pre-
pared. After the initial deposition of a TiN bottom electrode,
the Si:HfO2 layer is deposited using atomic layer deposition

This research was funded by the ECSEL Joint Undertaking project TEMPO
in collaboration with the European Union’s Horizon 2020 Framework Program
for Research and Innovation (H2020/2014-2020) and National Authorities,
under Grant No. 826655.

with a Hf:Si cycling ratio of 16:1. After the deposition of
a TiN top electrode, the film is crystallized using rapid
thermal annealing. Capacitors are formed by Ti/Pt shadow
mask deposition and subsequent wet etch. Dynamic hysteresis
measurements are performed at 1 kHz using an Aixacct
TF3000 analyzer.

The ferroelectric compact model is coded in Python 3 as
well as Verilog-A and simulation has been done in Spectre
6.1.8 circuit simulator using the Verilog-A code. It is a
ferroelectric capacitor model only, hence it can be included
onto a BSIM model. The ferroelectric thickness, permittivity,
and fitting parameter can be declared within the model file
or these can be included during the simulation. It has two
excess ports (in and out) for the circuit simulation. For circuit
simulation, a ferroelectric capacitor (symbol) is called in the
schematic editor then a supply voltage and one Ohm resistance
are connected in series. The change in current at the entry
node is measured with supply voltage. The transient simulation
results are collected.

III. MODELLING OF A FERROELECTRIC HYSTERESIS

For deeper understanding of a ferroelectric device, it is
essential to be able to model it in all possible conditions of
operation. For such a model, a semi-empirical model based on
physical equations that can correlate material properties with
voltage-current characteristics, while giving expected results,
was implemented. Ferroelectric behavior is usually solved by
calculating the polarization (charge), from which one has to
use the derivative to obtain the current characteristics of the
device.

Diverse models attempt to describe this behavior, but are
showing disadvantages: Hyperbolic tangent based models are
only compatible with full-loop operation [5]; Preisach density
based models require a large set recurring time-series parame-
ters [4], [7], [9] and finally, models based on nucleation limited
switching [6] have the same problem and are more complex
to be extended to arbitrary signals [1], [3], [8].

For this reasons, a model developed to described ferro-
magnetic films based on the Langevine function, commonly
referred to as Jiles-Atherton model (based on the original
authors) [2] was chosen. Such a model is compatible with
circuit simulators, supports various operation points and can be
adapted to different devices, since it’s based on semi-empirical
parameters. Nonetheless, a ferroelectric analogue has not been
proposed so far. By implementation of the displacement field
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D (see equ. 1), contributing polarization P0 from the material,
the permittivity of free space ε0, the applied electric field E
and the Langevine equation (see equ. 2), which relates the
Brillouin equation to an countless amount of domains, one
can create a solvable equation.

D = P0 + ε0E (1)

L(x) = coth(x) − 1

x
(2)

The polarization has to account for the hysteretic (or irre-
versible) and anhysteretic behavior, as such, the flow of the
solution is splitted in two. The Langevine equation is used to
solve the anhysteretic polarization Panh (see equ. 3), while
the irreversible polarization Pirr is solved by accounting for
the whole polarization P and subtracting the anhysteretic part
(see equ. 4). The total polarization inside the device is the sum
of the ferroelectric and dielectric contributions based on the
relative permittivity.

Panh = PSL

(
Deff

γ

)
(3)

P = (1 − c)Pirr + cPanh (4)

The proposed model uses semi-empirical values obtained
by fitting measured devices to describe physical qualities, as
shown in Fig. 1 for the herein described model. Such a fitting
approach allows for flexibility depending on the measured
results. Conventional parameters such as the dielectric constant
and thickness of the layer are set directly. The parameter that
accounts for the amount of polarization due to ferroelectric
domains compared to the internal polarization is denoted c.
The saturation polarization PS is the polarization at which
the polarization-voltage curve would saturate. The parameter
k affects the mean coercive field, γ its distribution and α the
inter-domain coupling.

Fig. 1. Comparison of the polarization response of the simulated and
measured ferroelectric capacitor. The simulation parameters were optimized
via fitting to the experimental data. Minor differences are apparent due to the
presence of leakage current in the measured hysteresis.

A. Implementation in VerilogA

As shown in Fig. 2a, the simulation using Verilog-A in
Spectre converges numerically stable and the displacement
current and displacement current peaks are clearly observable.
Furthermore, Fig. 2b visualizes the subloop functionality of

Fig. 2. Verilog-A based simulation of a ferroelectric capacitor. The current
and polarization response over time is shown for multiple triangular voltage
pulses in (a). The sub-loop behavior is illustrated in (b) for different voltage
amplitudes.

the model. Consequently, this model can be used with arbitrary
signals and the ferroelectric capacitor compact model can be
introduced into various circuit simulations.

B. MFM and MFIS capacitors

One important application, where a ferroelectric compact
model is required, is the ferroelectric field effect transis-
tor (FeFET). The major difference to the above simulated
metal-ferroelectric-metal (MFM) capacitor is that the FeFET
gate stack is described by a metal-ferroelectric-insulator-
semiconductor (MFIS) stack. Such device can be modeled as
a ferroelectric capacitor on top of a regular transistor. This
approach decouples the phenomena in the device, allowing the
use of a capacitor model with a preexisting transistor, e.g. a
proprietary design. A simple MFIS capacitor can be described
analytically by equ. 5 based on the potential across each layer.

Vext = ΦMS + ΦS(VFE) + VIL(VFE) + VFE (5)

IV. CONCLUSION

In conclusion, it was demonstrated that the ferromagnetic
Jiles-Atherton model can be transferred to a ferroelectric
model. This semi-empirical model allows for arbitrary signals,
enables sub-loop operation and does not require extensive
history parameters. Furthermore, the integration of this model
into Verilog-A and a Spectre circuit simulation environment
has been demonstrated. Finally, it has been explained how this
model can be applied for the simulation of FeFETs and the
analytical integration into a MFIS capacitor model has been
proposed.
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Abstract— In this work, the impacts of spatially distributed 

polarization in Ferroelectric FET (FeFET) on the performance of 

content addressable memory (CAM) circuits are investigated. It 

is found that for CAM operation with large pre-charging voltage 

in the match line, the storage state in FeFET will be changed with 

the lower polarization near drain side, resulting in the strong non-

uniformity of polarization along the channel direction. The lateral 

electric field generated by source and drain junction due to short 

channel effect and the device parameters variation due to multi-

domain features will further exacerbate this effect. It is further 

shown that this distributed polarization effect may lead to 

significant circuit performance difference (search delay increased 

by 53.2% and search energy reduced by 53.6%) compared with 

uniform polarization situation, and may further degrade the 

search accuracy especially for multi-bit CAM. This work 

indicates the crucial role of polarization distribution effect in the 

device-circuit co-optimization of FeFET for the first time. 

Keywords— TCAD simulation, FeFET, CAM 

I.  INTRODUCTION 

Content addressable memory (CAM) has drawn significant 

interests for data-centric machine learning (ML) applications due to 

its high parallel pattern matching capability [1-2], while conventional 

SRAM-based CAM suffers from large area overhead [3]. Various 

emerging non-volatile memories (NVM) has been applied to 

implement more compact cells [4-6]. Among them, Ferroelectric FET 

(FeFET)-based Ternary CAM (TCAM) with ultra-compact structure 

(2FeFET) [6] (Fig. 1a) significantly boosts the CAM density with the 

additional advantages of large on-off ratio and low write energy [2]. 

Moreover, the multi-level states caused by partial polarization 

switching of the ferroelectric (FE) layer enables the realization of 

FeFET-based multi-bit CAM (MCAM) design [7-9]. To evaluate the 

CAM circuit performance, the FeFET device model, established by 

directly solving the FE model with baseline MOSFET model, are 

usually utilized [10], which are intrinsically a lumped treatment for 

FeFET with internal metal layer structure [11]. However, for FeFET 

without the internal metal layer in the gate stack, the polarization (PFE) 

and the FE voltage (VFE) may vary spatially in the longitudinal 

direction at a nonzero drain bias (Fig. 1b) and can also be influenced 

by lateral field at drain/source edges [12]. Therefore, the polarization 

distributed along the channel direction in FeFET without internal 

metal layer is non-uniform, and may directly impact the device 

channel conduction and the FeFET-based CAM circuit performance. 

In this work, for the first time, the impact of distributed polarization 

in FeFET device on the CAM circuit performance is investigated by 

simulation. Different from the FeFET with uniform polarization, the 

device with polarization distribution effect shows the significantly 

different conduction capability considering the high drain bias 

especially in the multi-bit CAM applications, indicating its crucial 

role in the device-circuit co-optimization of FeFET. 

II. SIMULATION METHOD 

To investigate the impact of distributed polarization on the CAM 

cell, the mixed mode simulation in Sentaurus TCAD [13] is carried 

out. For the FeFET simulation, the FE parameters are calibrated with 

[14] (Fig. 2a) and the polarization switching behavior is described by 

the Preisach model [15]. For CAM cell simulation, the different non-

volatile polarization states are programmed to FeFET by the same-

width pulses with different amplitudes, as shown in the device ID-VG 

curves with different threshold voltage (VTH) values (Fig. 2). Then the 

match line (ML) is pre-charged to the voltage equal to VDD. In the 

searching phase, the relatively small gate voltage (VG) with the related 

amplitudes (VSL) are subsequently applied according to the search 

query. The truth table and operation results of FeFET-based CAM cell 

are dependent on the ML discharging speed during the search phase, 

which is directly decided by the conduction current (IML) of the 

parallel FeFET devices (Fig. 2&3). 

III. RESULTS AND DISCUSSION 

Based on the above discussion, the polarization state in FeFET 

device directly determines the search results of CAM cell. To 

investigate the impact of polarization distribution effect, FeFET with 

an internal metal layer is also simulated, showing the uniform PFE due 

to the equipotential surface even with relatively short gate length (Fig. 

4a). For FeFET without internal metal layer, due to the participation 

of lateral electric field generated by source and drain junction with the 

vertical field, both the electric potential and polarization are spatially 

distributed after program operation (Fig. 4b). Moreover, considering 

the CAM operation, when a high drain bias is applied during the pre-

charging phase and will be sustained for match situation, it can be seen 

from Fig. 4c that the non-uniformity of electric field becomes stronger, 

leading to a significant PFE change along the channel direction. 

Besides, as shown in the extracted polarization distribution in Fig. 5a, 

the lower PFE is observed near the drain region than the center region, 

which is due to the stronger vertical field from junction [12] and the 

high drain bias. An intuitive representation of the coupling effect 

between electric potential and PFE is shown in the load line plot in Fig. 

5b. Therefore, the difference of transfer characteristics of FeFET (Fig. 

6) will influence the discharging process of CAM mismatch (Fig. 7). 

In addition, it is shown that for conventional memory applications of 

FeFET with low VDS, the impact of distributed PFE is relatively small, 

while for the CAM applications, re-evaluation by device-circuit co-

optimization considering the polarization distribution is necessary.  

Moreover, the PFE distribution impact will become more significant 

for MCAM application. It is shown that for intermediate state with 

partially switched PFE, with the same VSL, the channel current 

difference can be as much as several orders of magnitude due to the 

PFE distribution effect (Fig. 8a), which will strongly degrade the 

search delay (Fig. 8) and thereby reduce the search accuracy within a 

limited search time (Fig. 9). Besides lateral field and drain bias, for 

practical FeFET, the PFE distribution effect can also originate from the 

coexistence of multi-domain and multi-phase in FE layer with 

spatially distributed FE parameters and polarization direction [16-18], 

inducing the large VTH variation of ID-VG curves and reducing the 

search accuracy of FeFET-based CAM (Fig. 10). 

In order to evaluate the impacts of PFE distribution on the circuit 

performance, a 64x64 FeFET CAM array is simulated and compared 

by HSPICE. As shown in Fig. 11, the search delay is increased by 

53.2% when considering the PFE distribution and thereby the related 

search energy is reduced by 53.6%, indicating the significant PFE 

distribution impact for the design technology co-optimization of 

FeFET. 

IV. CONCLUSION 

This work simulates and investigates the impacts of spatially 

distributed polarization on the performance of FeFET-based CAM. 

Compared with the uniform polarization situation, the PFE distribution 

may induce the larger VTH and smaller current under a high drain bias 

in FeFET. For CAM operations with relatively larger drain bias than 

the conventional memory applications, the PFE distribution will lead 

to significant difference in circuit performance, showing its crucial 

role in the device-circuit co-optimization.  
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Fig. 1 (a) Architecture of the CAM array. (b) The basic structure of 2FeFET-based 

CAM cell [6]. (3) The 3D schematic structure of FeFET with spatially distributed 

polarization which shows local coupling with the underlying semiconductor. 
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Fig. 2 (a) Schematic structure of the FeFET simulated in this work with 

FE parameters referred to [14]. Simulated ID-VG curves for (b) TCAM 

and (c) MCAM. The operation principles are shown in the truth table. 

stage 1: program stage 2: prechargecontrol device w/o 

PFE distribution

(b) (c)(a)
Match

ML precharge ML evaluate

ML

SL

SL

Mismatch

Program
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Fig. 5 (a) Extracted PFE distribution near the drain junction. (b) The 

schematic load line plot between the local FE layer and underlying 
semiconductor respectively near the source and drain region, showing the 

different polarization switching behavior caused by nonzero drain bias.  
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Fig. 4 Simulated results of the electric field distribution in the FE layer and electric potential along the 

channel for (a) the control device with uniform PFE and the device with distributed PFE after (b) program 

and (c) pre-charge operation. 

Fig. 6 The search operation of 
TCAM and the impacted ID-VG 

curves due to the distributed PFE. 

Fig. 7 (a) Different discharging behavior 

due to (b) the different channel conduction 

caused by the PFE distribution. 

Fig. 10 The schematic diagram of the impact from variation on the 

(a) ID-VG curves and (b) search operation for MCAM. 
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Abstract—We present a generalization of the coupled spin-

charge drift-diffusion formalism capable of accurately 

describing the spin and charge transport properties through 

magnetic tunnel junctions. Additional correction terms 

enable reproducing oscillations of the spin current in 

ferromagnets typical for quasi-ballistic transport. Our 

approach proves necessary to accurately capture an 

interplay between the interfacial Slonczewski and bulk-like 

Zhang-Li contributions to the torque in ultra-scaled MRAM 

devices. 

Keywords – Spin and charge drift-diffusion, spin-transfer 

torque, STT-MRAM 

I. INTRODUCTION 

In recently demonstrated ultra-scaled MRAM devices, 

elongated composite free layers with multiple MgO 

barriers are employed to boost both the shape- and 

interface-induced perpendicular magnetic anisotropy [1]. 

Therefore, when simulating ultra-scaled STT-MRAM, it 

is paramount to describe both the Slonczewski [2] and 

Zhang-Li [3] contributions to the torque. This 

requirement is achieved by employing the spin drift-

diffusion approach for the computation of the spin 

accumulation 𝐒 in the free layer of the structure [4], [5] 

with the equations  

𝐉𝐒 = −
𝜇𝐵

𝑒
𝛽𝜎𝐦 ⊗ (𝐉𝑪 − 𝛽𝐷𝐷𝑒

𝑒

𝜇𝐵

[(𝛁𝐒)𝐦]) − 𝐷𝑆𝛁𝐒,     (1a) 

𝜕𝐒

𝜕𝑡
= −𝛁𝐉𝐒 − 𝐷𝑆

𝐒

𝜆𝑠𝑓
2 − 𝐓𝐒 = 𝟎, and                                      (1b) 

𝐓𝐒 = −
𝐷𝑒

𝜆𝐽
2 𝐦 × 𝐒 −

𝐷𝑒

𝜆𝜑
2 𝐦 × (𝐦 × 𝐒),                                  (1c) 

where 𝜇𝐵 is the Bohr magneton, 𝑒 is the electron charge, 

𝛽𝜎  and 𝛽𝐷 are polarization parameters, 𝐷𝑒  is the electron 

diffusion coefficient, 𝜆𝑠𝑓 is the spin-flip length, 𝜆𝐽is the 

exchange length, 𝜆𝜑 is the spin dephasing length, 𝐉𝑪 is 

the charge current density, 𝐉𝐒 is the spin current density 

tensor, 𝐓𝐒 is the spin torque, and 𝐦 is the unit 

magnetization vector. This formalism must be extended 

to accurately describe the torques acting in a magnetic 

tunnel junction (MTJ). 

II. MODEL 

The charge current through the tunnel barrier (TB) is 

modeled by employing a low conductivity which locally 

depends on the relative magnetization vector’s 

orientation across the tunnel layer [6]. For the spin 

current, the diffusion coefficient in the TB is set low, 

proportionally to the conductivity, and the following 

boundary condition is imposed on the left and right 

interfaces of the TB:  

𝐉𝐒 ⋅ 𝐧 = −
𝜇𝐵

𝑒

𝐉𝐂 ∙ 𝐧

1 + 𝑃𝑅𝐿𝑃𝐹𝐿𝐦𝐑𝐋 ∙ 𝐦𝐅𝐋
(𝛼𝑃𝑅𝐿𝐦𝐑𝐋 + 𝛼𝑃𝐹𝐿𝐦𝐅𝐋

+
1

2
(𝑃𝑅𝐿𝑃𝑅𝐿

𝜂
− 𝑃𝐹𝐿𝑃𝐹𝐿

𝜂
)𝐦𝐑𝐋 × 𝐦𝐅𝐋) (2) 

Here, the subscript RL(FL) indicates the reference (free) 

layer, 𝑃 is the Slonczewski polarization parameter [2], 

𝑃𝑅𝐿
𝜂

 is the out-of-plane polarization parameter [7], and α 

describes the influence of the interface spin-mixing 

conductance on the transmitted in-plane spin current [8]. 

Thereby, we can reproduce the spin current value [7] 

when 𝐉𝐂 flows through the TB.  

III. RESULTS 

While employing (2) gives the opportunity to fix the 

spin current density in the TB to the value expected in 

MTJs, the length parameters entering (1) determine the 

scale of absorption of the transverse spin accumulation 

components and the behavior of the torque in the bulk of 

the ferromagnetic (FM) layers. Fig. 1a reports the spin 

accumulation obtained in a symmetrical MTJ structure 

with 𝜆𝐽 = 1 nm, 𝜆𝜑 = 2 nm, and 𝜆𝑠𝑓 = 10 nm, where 

the FM layers are 2 nm thick. The magnetization points 

towards x in the reference layer (RL) and towards z in the 

free layer (FL). In this case, the transverse spin 

accumulation components are not completely absorbed in 

the FL, contrary to what is usually expected in strong 

ferromagnets [2], [9]. By taking an effective dephasing 

length of 𝜆𝜑 = 0.4 nm, it is possible to have a faster 

decay of the transverse components close to the TB 

interface (cf. Fig. 1b). The sinusoidal angular 

dependence of the STT torque on the angle between the 

magnetization vectors in the FM layers predicted in MTJs 

under a constant voltage is reproduced exactly, as shown 

in Fig. 2. By introducing a ballistic correction [10] to the 

spin drift-diffusion formulation, a more complex torque 

behavior with oscillations is obtained. Fig. 3 shows the 

torque computed using 𝜆𝐽 = 1 nm, 𝜆𝜑 = 4.3 nm, and the 

mean free path 𝜆 = 5.8 nm for semi-infinite FM layers, 

which qualitatively agrees with ballistic results [7].  

Domain walls or magnetization textures are formed 

during switching in elongated FLs. In this case, both 

Slonczewski and Zhang-Li contributions are present. In 

Fig. 4 we show the torques acting in a 15 nm long FL 

with a textured magnetization, compared to the ones 

computed using the Zhang-Li expression modified to 

include the spin dephasing length 𝜆𝜑. The comparison 

reveals a substantial difference. The reason for the 

discrepancy lies in the fact that the presence of the TB 

also generates a weakly decaying spin accumulation 

component parallel to the magnetization, whose 

interaction with the magnetization texture substantially 

modifies the Zhang-Li contribution.  
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IV. CONCLUSION 

We presented an extension of the drift-diffusion 

formalism capable of reproducing expected properties of 

the torque in magnetic tunnel junctions. Our modeling 

approach clearly demonstrates that in the presence of an 

MTJ the Slonczewski and Zhang-Li contributions are not 

independent, and that a unified treatment of the torque is 

needed in order to accurately describe the switching 

process in ultra-scaled MRAM cells presenting elongated 

and composite ferromagnetic layers. 
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                       (a)                                              (b) 

Fig. 1. Spin accumulation in symmetric MTJ structure. 

Nonmagnetic contacts are present to let 𝐒 decay. The 

presence of the TB crates a jump in the 𝐒 components. (a) 

Results for 𝜆𝜑 = 2 nm. (b) Results for 𝜆𝜑 = 0.4 nm. 

 

Fig. 2. Dependence of the average torque on the relative 

angle between the magnetization vectors. The inset shows 

the linear dependence of the torque on the RL polarization 

factor. 

 

Fig. 3. Torque computed with the inclusion of ballisitic 

corrections to the spin current in a semi-infinite FL. 

 
        (a) 

 
      (b) 

Fig. 4. (a) Spin torque in an elongated FL with the 

magnetization going from z to -x. The magnetization in the 

RL is along x. (b) Comparison of the spin torque to the 

Zhang-Li expression. 
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Abstract --- The stress response of the drift velocity of 4H-SiC 

is analyzed by Full band Monte Carlo simulation. The 

response decreases with an increase in the electric field 

except a hump around 1 MV/cm. The decreasing trend is 

explained by increasing scattering rates which diminish the 

effect of the change of effective mass due to stress. The hump 

comes from the transition of electrons to band minima with 

a lighter effective mass. 

 

I. INTRODUCTION 

 Si power devices have nearly reached the performance 

limit due to the physical characteristics of Si. Therefore, in 

recent years, wide bandgap materials, such as SiC, have been 

attracting attention. 

 To accurately reproduce the electron transport in a power 

device, the conventional simulation method considering only 

the band bottom is not sufficient. It is because under a high 

electric field, electrons transit to a higher-order band. So Full 

band Monte Carlo (FBMC) simulation is effective. There are 

many reports of analyzing the electron transport in SiC by 

FBMC simulation [1], but few have considered the effects of 

stress. Therefore, we have recently reported the FBMC 

analysis of the stress response of 4H-SiC in the c-axis 

direction [2] where the stress dependence of the impact 

ionization coefficient is small and the drift velocity is 

positively correlated with the tensile stress. In this paper, we 

analyze the stress response of the drift velocity in more detail. 

 

II. METHOD 

 The band structure of 4H-SiC (Fig. 1) is calculated by the 

first-principal calculation tool DMol3 [3] and calibrated to 

correct the bandgap and band shape. The uniaxial stress is 

applied in the c-axis direction of the crystal, and lattice 

constants are set from the Young's modulus and Poisson's 

ratio. The FBMC simulator considers acoustic phonon 

scattering, optical phonon scattering, and impact ionization 

as scattering factors. And this simulator adopts double 

Brillouin zones for the calculation k-space domain which 

enables to use an orthogonal k-space mesh (Fig. 1). The 

details of the simulation parameters and calibration are 

reported elsewhere [2] [4]. 

 

III. RESULTS AND DISCUSSION 

  Figures 2 and 3 show the c axis stress dependence of the 

band structure of 4H SiC by first principles calculations. The 

curvature of the conduction band bottom (M-point) decreases 

under compressive stress and increase under tensile stress. 

On the other hand, the bandgap decreases under tensile 

stress. 

Next, the electric field dependence of the electron drift 

velocity is shown in Fig. 4. The electric field direction is the 

same as the stress application direction of the c-axis. At low 

electric fields, the drift velocity is proportional to the electric 

field, but after peaking once, it decreases at high electric 

fields. This can be explained by the band population. At low 

electric fields, the electrons are localized at the M- point of 

the conduction band bottom as shown in Fig. 5, and at high 

electric fields, they transit to other valleys, where electrons 

have a heavier effective mass than M-point. Therefore, the 

stress dependence of the drift velocity at a low electric field 

is mostly corresponding to the curvature change at M-point 

(Fig. 7).   
Next, stress sensitivity coefficient of drift velocity 𝛾  is 

plotted against applied electric field in Fig. 8. The sensitivity 

between 10 GPa and 0 GPa is same tendency that of 0 GPa 

and -10 GPa. So, we discuss the sensitivity between 10 GPa 

and 0 GPa and defined as in the formula below with drift 

velocity 𝑉𝑑 and applied stress 𝜎. 
 

𝛾 =
 𝛥𝑉𝑑 /  𝑉𝑑@0GPa

𝛥𝜎
 

 

In the low electric field region (i), the electrons are localized 

at M-point, so that 𝛾 is mostly corresponding to the effective 

mass change. Furthermore, in the region (ii) where the 

electric field becomes higher, the influence of the scatterings 

become larger, so that 𝛾  becomes smaller. An interesting 

feature is the peak appearing in the region (iii) around 1 

MV/cm. This indicates that the slope becomes gentler under 

tensile stress. The electron population change in each band 

in this region is shown in Fig. 10 for analysis. Under no stress 

applied, the electrons localized near the M valley transit to 

the L-point or higher-order band with higher energy as the 

electric field increases. On the other hand, when tensile 

stress is applied, there are fewer electrons that transit to the 

L-point and higher-order bands, and more electrons transit 

to the H-point instead. So, the decrease in the drift velocity 

is alleviated since the effective mass of the electron located 

at the H-point is smaller than for the one at the L-point or 

the higher band. Furthermore, the cause of such a difference 

in band transition is a change in the band structure when 

stress is applied. Under tensile stress, the energy difference 

between points M and L at the conduction band bottom, and 

that between points M in the nearest higher band are wider. 
On the other hand, the energy difference from M-point to H-

point shrinks. Therefore, it is considered that electrons are 

likely to transit to the H-point under tensile stress.  
Furthermore, in the region (iv) where the electric field is 

large, impact ionization becomes apparent, but its influence 

on 𝛾 is small. 

 

IV. CONCLUSION 

The drift velocity and its stress response in low electric 

fields strongly depend on the curvature at M-point, but in 

high electric fields the response becomes small due to the 

scatterings. However around 1 MV/cm, the stress response 

slightly increases due to the difference in electron transition 

probabilities.  
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Fig. 3: Stress dependence of bandgap. 

Fig. 2: Band structure change by c-axis stress.  

(L) compressive stress, (R) tensile stress. 

Fig. 4: Electric field dependence  

of drift velocity. 

Fig. 6: Electron population @σ=0GPa. Fig. 7: Electron effective mass in M valley. 

Fig. 8: Stress sensitivity of drift velocity. 
 

Fig. 9: Electron effective mass in H valley  

      of the lowest conduction band. 
 

Fig. 10: Electron population around 1MV/cm. 

                              

 

 
 

Fig. 5: Electron population in k-space  

@Ez=0MV/cm and 0GPa. 

Fig. 11: Electron population in k-space @ Ez=1.28MV/cm. 
 

Fig. 1: Brillouin zone of 4H-SiC. 
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Calculation of the mobility in Al2O3/GaN electron channel:
Effect of p-doping and comparison with experiments

B. Rrustemi1,2, F. Triozon1, M.-A. Jaud1, W. Vandendaele1 and G. Ghibaudo2

1Univ. Grenoble Alpes, CEA, LETI, F-38000 Grenoble, France, Bledion.RRUSTEMI@cea.fr
2Univ. Grenoble Alpes, IMEP-LAHC MINATEC, F-38000 Grenoble, France

Abstract—In this paper, the low field electron mobility of
Al2O3/GaN channel is calculated using a semi-classical framework.
The aim is to obtain the mobility as a function of the electron
sheet density and the temperature, with different p-doping con-
ditions in GaN, and to compare it with our measurements on
various samples. The scattering with bulk and surface phonons
is taken into account. Scattering with dopants, interface charges,
neutral impurities and interface roughness is also included in an
attempt to account for experimental observations. We found that,
when bringing p-dopants closer to the Al2O3/GaN interface, the
mobility decreases mainly because the electron channel is more
confined and located closer to Al2O3, thereby enhancing scattering
mechanisms located near the oxide. Our results suggest that most
of transport limitations come from Al2O3 oxide.

Index Terms—Al2O3/GaN, electron mobility, p-doping.
I. INTRODUCTION

Due to their wide band gap, high breakdown voltage and
good transport properties, GaN is an attractive material for high
power/frequency applications. Normally-OFF operations can be
achieved with MOS-HEMT architecture which is considered
promising thanks to its low leakage current [1]. In this context,
investigating the transport limitations in Al2O3/GaN channel
is important for optimizing the performances but also to feed
TCAD simulations with physical models.

II. EXPERIMENTAL SETUP
GaN is grown on p-type Si substrate using MOCVD deposi-

tion. Transition layers are used for strain management and are
followed by a thick and highly C-doped GaN layer (GaN:C,
[C] ≈ 2.1019 cm−3) to ensure vertical insulation. p-doping is
achieved with Mg. Al2O3 oxide is 30 nm thick and is deposited
by ALD. The four samples measured are shown in Fig. 1a.
Sample A has no p-doping and samples B, C and D only differ
by the p-doping profile NA(z) below the Al2O3/GaN interface
(Fig. 1b). Measurements are performed on transistors with long
gate length LG = 60 µm following the protocol described in [2].

III. CALCULATIONS
The electron density and potential along the stacks are

obtained with self-consistent 1D Schrödinger-Poisson simu-
lations for the Γ-valley electrons under the effective mass
approximation for non-parabolic and spherical energy bands
(mΓM = mΓK ≈ mΓA [3]). Non-parabolic corrections are
included using Jin et al. method [4]. Incomplete ionization
model is used to properly account for the Fermi level in GaN:C.
Carbon atoms in GaN:C are assumed as deep acceptors (0.8 eV
from the valence band VB) partially compensated by shallow
donors (0.1 eV from the conduction band). This leads to a
Fermi level pinning at 0.84 eV from the VB in GaN:C which
is consistent with experimental findings [5, 6]. The p-doping is
included by using NA(z) profiles (Fig. 1b) in the simulations,
also accounting for incomplete ionization. The framework used
to calculate the mobility is based on the linearization of the 2D
Boltzmann transport equation which has been massively used in
MOS inversion layers [7-9]. Scattering rates are calculated with
Eq.(1) and Eq.(2) for elastic and inelastic scatterings, respec-
tively. The mobility is then computed with Eq.(4). Screening
is included in the scalar approximation [8]. The originality
comes from applying this framework in Al2O3/GaN channel,
from including neutral impurities and from emphasizing the
effect of p-doping. The scattering matrix elements of acoustic
deformation potential (ADP), piezoelectric potential (PE) and

polar optical phonons (POP) are taken from [10]. The effect of
surface optical (SO) phonons is estimated following the method
of [11]. Dynamic screening has been included for POP and SO
phonons as in [9] but in the scalar approximation. Fig. 2 shows
the impact of screening on POP scattering and Fig. 3 compares
the different phonon scatterings, highlighting the dominance
of POP. Scattering with dopants, interface charges (ICs) and
interface roughness (IR) is included following the approaches
which have been employed in bulk MOSFET [8]. The scattering
with neutral impurities (NIs) is also included: in addition to non
ionized dopants, NIs are added near the Al2O3/GaN interface,
which will yield a better agreement with experiments. To
include this scattering, we use the hydrogen potential scaled
by the effective mass and dielectric constant of the medium,
as done by Erginsoy [12]. We account for the screening by the
2D electron gas by calculating the 2D Fourier transform of this
potential (Eq.(5)), using the 3D Fourier transform given in [13].
From this potential, the screened scattering matrix elements
can be computed the same way as for other mechanisms. The
resulting mobility for an uniform distribution of NIs is shown
in Fig. 4. At low ns, the calculations tend to Erginsoy model
but increasing ns enhances screening and reduces the effect of
background NIs, leading to an increased mobility.

IV. COMPARISON WITH EXPERIMENTS
The only way to account for the low effective mobility (µeff )

and for the detrimental effect of p-doping on µeff (see Fig. 6) is
by reinforcing scattering mechanisms located near the interface.
Among those are ICs and IR scattering. A high ICs density
with the same sign would induce a high VTH shift. Alternative
defects which do not affect the VTH are NIs, hence we assume
a part of the defects located near the interface to be NIs with
a gaussian distribution centered at Al2O3/GaN interface and
with a standard deviation σ = 1.5 nm. In Fig. 6, µeff vs ns
is calculated from 298 K to 423 K for the four samples and
is compared to experimental measurements. With the same set
of parameters, a good agreement is obtained for all samples,
especially at high ns but a high density of ICs and NIs was
required to account for the low value of µeff . The ICs/NIs
proportion can be modified without significantly changing the
results. By bringing p-dopants closer to the interface, µeff
decreases because, as shown in Fig. 5, electrons are closer
to Al2O3, thereby increasing the effect of IR, ICs and NIs.
This can be seen in Fig. 7 where the mobility limited by these
scattering mechanisms is shown for 3 samples. p-doping has a
huge impact on IR scattering especially as ns decreases. The
Coulomb and neutral defects scattering is mostly due to the high
density of interface defects, since the scattering by p-dopants
is much lower.

V. CONCLUSION
The mobility in Al2O3/GaN channel was calculated while

varying the proximity of GaN p-doping to the interface. The
overall good agreement between calculations and experimental
data on various samples strongly suggests that the transport
limitations mostly come from interface roughness and from
“defects” located near Al2O3/GaN interface. We illustrated the
effect of interface charges and neutral impurities in this study
but the exact origin of these “defects”, most likely due to the
high-κ Al2O3 oxide, needs to be further investigated.
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Fig. 1. (a) Stacks studied (NID: Not intentionally doped). (b)
NA(z) profiles (experimental SIMS data).

TABLE I
MATERIAL PARAMETERS USED IN THE CALCULATIONS

EG mΓ α ε0 ε∞ εint ωLO ωTOi
(eV) (m0) (eV−1) (ε0) (ε0) (ε0) (meV) (meV)

GaN1 3.4 0.2 0.186 10.28 5.7 - 92 ωTO3 =70
Al2O3

2 7.0 - - 9 3.2 7.27 - ωTO1,TO2 =48, 71
1EG, mΓ from [3]. ε0, ε∞ from [14] and optical modes ω from [15]

2EG, ε0 from [16] and the rest from [11] [17].
(εint ≈ ε∞ (ωTO2/ωLO2)2 as explained in [11] with ωLO2 taken from [17])

Fig. 2. POP limited mobility vs ns.
Dynamic screening is compared to
the unscreened and statically screened
cases.

Fig. 3. All phonons limited mo-
bility vs ns. ADP and PE material
properties are taken from [10].

Fig. 4. Neutral impurities limited mo-
bility vs ns for an uniform density of
neutral impurities Nn = 1019 cm−3

in GaN.

Fig. 5. Electron density vs depth z
calculated for the four samples. NA(z)
profiles in Fig. 1b are used in the calcu-
lations.

Fig. 6. µeff vs ns from 298 K to 423 K (Experimental (left) and calculations (right)). In the
calculations we used: a density of interface charges σAl2O3/GaN = 2.1 · 1013 cm−2, a gaussian
distribution of neutral impurities centered at Al2O3/GaN interface with an integrated density
Ns

n = 1.4 · 1013 cm−2 and for interface roughness, we employed an exponential spectrum with a
correlation length Λsr = 1.5 nm and a root-mean-square ∆sr = 0.65 nm. These parameters are
not changed between samples. NA(z) profiles in Fig. 1b are used in the calculations.

Fig. 7. Interface roughness, Coulomb and neutral impu-
rities scattering limited mobility vs ns for samples A, B,
C. Increasing the level of p-doping and its proximity to
the interface induces more confinement and enhances the
effects of these scatterings. NB: the Coulomb and neutral
defects scattering is mostly due to the high density of
interface defects. The scattering by p-dopants (ionized and
not ionized) is much lower. NA(z) profiles in Fig. 1b are
used in the calculations.

1
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i is the subband index, Ei the subband minimun, Mij the scattering matrix elements, q = |k−k′| the
in-out wave vectors difference, α the non parabolicity factor, Uj is the expected value of the potential
energy with respect to the jth subband wave function [4] and s is the scattering mechanism.
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Vh is the 2D Fourier transform of hydrogen potential, aB = (4πε~2)/(mΓe
2) is the effective Bohr

radius.
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This paper describes TCAD calibration of the components processed in a 200 V GaN-on-SOI integrated circuit 

(IC) developed on 200 mm substrates, and verification using designed low and high voltage devices. By combining 

GaN-on-SOI substrates with deep trench isolation, the disclosed GaN-IC platform successfully eliminates back-gating 

effects in high-side power devices, as well as crosstalk between switching power devices and sensitive analog circuits 

[1,2]. The GaN IC platform is also supported by a variety of low-voltage analog/logic devices and passive 

components. Cosnier et al. [3] provides additional information about this platform in terms of device processing. The 

available components are presented in the schematic overviews shown in Figures 1 and 2. This platform combines 

monolithically integrated depletion-mode (D-mode) MIS-HEMTs and Gated-Edge-Termination Schottky barrier 

diodes (GET-SBDs) with an enhancement-mode (E-mode) HEMT technology baseline. The primary components of 

the GaN-IC platform are calibrated using a pre-existing TCAD process deck for p-GaN HEMTs as well as 

experimental data. Device simulations have been verified using measured low voltage test structures. Verification of 

simulations with the measurements results in calibration of sheet resistance (Rsh) in the gate and access region, 

threshold voltage (Vth), drain current (Ids), ON-resistance (RON), gate current (Ig) for HEMT structures, and turn-on 

voltage (VT) and forward voltage drop (VF) for GET-SBD structure. 

Partial recess of the AlGaN barrier in the gate region (process splits on remaining AlGaN barrier thickness: 6, 8, 

10 nm) impacts the D-mode HEMT threshold voltage and GET-SBD turn-on voltage, while the thickness of AlGaN 

barrier in the access region is 12.2 nm. Figure 3 shows the TCAD calibration methodology for sheet resistance in the 

gate region (Rsh_gate) by varying the gate length of symmetrical low voltage E-mode HEMT and D-mode HEMT test 

structures with AlGaN recess splits, while the sheet resistance in the access region (Rsh_access) is 765 Ω/□ and Mobility  

is around 1600 cm2/V.s. Figure 4 shows the capacitance-voltage (C-V)/conductance-voltage (G-V) measurement 

results for the calibration of interface traps (Dit) at the passivation/AlGaN interface [5]. Conductance values are 

calculated from C-V measurements of MIS capacitor for multiple frequencies in between 1 kHz to 1MHz as shown in 

Fig. 4a. Dit at the passivation/AlGaN interface calculated to be 2.5 times the peak value of conductance from Fig. 4b 

i.e., 6.625 x 1012 eV-1cm-2 with a trap energy level of 0.32 eV from conduction band (EC-ET). Figure 5a and Fig. 6a 

shows the Fermi level pinning of E-mode and D-mode HEMTs with the illustration of energy band diagrams at 

equilibrium condition (Vg=Vd=Vs= 0 V). Figures 5, 6, and 7 show the simulated I-V curves matching with the 

measured data of E-mode, D-mode HEMTs, and GET-SBDs at room temperature. Threshold voltage is extracted 

using maximum transconductance method and simulated Vth and subthreshold slope (SS) of E-mode HEMT is 2.9 V 

and 110 mV/dec, which matches experimental results as shown in Fig. 5b and Fig. 5c. Figure 5d shows the measured 

gate current in the E-mode HEMT and simulated curve by calibrating the back-to-back connection of Schottky and 

PIN diode in the gate region. Id-Vg simulations of D-mode HEMT are performed to observe the impact of remaining 

AlGaN thickness in the gate region and dielectric thickness on Vth, as shown in Fig. 6b and Fig. 6c. Forward measured 

I-V characteristics of GET-SBDs for an AlGaN split of 9 nm are compared with simulations to observe the VT and VF, 

as shown in Fig. 7a and Fig. 7b. Table I lists the simulated parameters compared to the measured results of 200 V 

GET SBDs at 25o C and 150o C. In the full paper, physical models used for the simulations will be discussed in detail, 

along with various design parameters of high voltage devices. 
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Fig. 1. Schematic cross section of IMEC 200V GaN-on-SOI Power IC technology with low and high voltage components [3]. 
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Fig. 2. TCAD calibration structures of (a) low voltage E-mode HEMT, (b) low voltage D-mode HEMT, and (c) 200 V GET-SBD 

with field plate configurations. 

.  
Fig. 3. Extrapolation of sheet resistance in the channel region from          Fig. 4. Extraction of interface traps at passivation/AlGaN 

ON-resistance by varying the gate length of low voltage test structures    interface from measured (a) C-V and (b) G-V curves. 

(a) E-mode HEMT and (b) D-mode HEMT from 0.8 μm to 20 μm,  

while the sheet resistance in the access region is 765 Ω/□. 

.  

Fig. 5. (a) Band diagram of E-mode HEMT TCAD calibration structure shows unpinned Fermi level (depletion of 2DEG under 

pGaN at AlGaN/GaN interface) at equilibrium condition (Vg=Vd=Vs= 0 V). Transfer characteristics of low voltage test structure 

(LG=LGD=LSG=1.5 μm) in (b) linear, (c) semi-logarithm scale, (d) gate current with the comparison of experimental results. 

  

Fig. 6. (a) Band diagram of D-mode HEMT TCAD calibration structure shows the pinned Fermi level (2DEG formation) for 

AlGaN process splits of 6, 8, 10 nm. Transfer characteristics of low voltage test structure (LG = 1.3 μm, LGD=LSG=3.0 μm) in 

comparison with experimental results for (b) AlGaN splits in the gate region, (c) gate dielectric thickness of 45 nm, and 55 nm. 

   
 

Fig. 7. Forward I-V characteristics of 200 V GET SBD (LSC = 2 μm, LAC = 6.5 μm)  

in (a) linear and (b) semi-logarithm scale with the comparison of experimental results. 

Parameter TCAD Experimental 

VT_25o C 0.89 V 0.90 V 

VT_150o C 0.68 V 0.68 V 

VF_25o C 1.42 V 1.42 V 

VF_150o C 1.67 V 1.67 V 

Ideality factor η_25o C 1.82 2.06 

η_150o C 1.21 1.47 

Table I: Comparison of simulated and 

experimental results of 200 V GET-SBD 
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The ensemble Monte Carlo (EMC) method is a powerful and widely used technique for 

modeling carrier transport in semiconductors in which one can easily take into account band 
structure and a variety of scattering mechanisms. Because it incorporates the microscopic 
physics, it can be particularly useful for predicting the potential of new semiconductor mate-
rials. In the usual implementations of EMC, the semi-classical electron dynamics is coupled 
self-consistently to the electrostatic field and this suffices for most devices. However, for high 
power, high current semiconductor device applications the electrostatic approximation is of-
ten not adequate and the full electromagnetic equations (EM) must be solved in fully-coupled 
fashion.  In this paper we report on the development of a fully self-consistent, time-domain, 
EM-EMC simulator in which we also address a well known drawback of these methods, their 
computational intensiveness, by producing a GPU implementation. 

High-power, high-current semiconductor devices, such as fast opening switches or high-
power amplifiers, often exhibit effects such as strong magnetic fields, filamentation and in-
stability that are more often associated with vacuum plasmas [1].  With this in mind, a con-
venient starting point for our development of a particle-based simulator of these solid-state 
plasma processes is an existing 3D electromagnetic particle-in-cell (EM-PIC) simulation frame-
work called Neptune [2], originally created for modeling high-power, relativistic, vacuum elec-
tronic devices.  This code already includes a GPU implementation for computational effi-
ciency. 

Solving Maxwell’s equations in place of Poisson’s equation introduces a number of chal-
lenges. While Poisson’s equation is defined in terms of electric potential and charge density 
distributions, Maxwell’s time-dependent equations fundamentally use electromagnetic fields 
and currents. Neptune’s EM-PIC algorithm preserves the continuity equation exactly so that 
Poisson’s equation remains satisfied implicitly for the duration of the simulation. The charac-
ter of the field equation solution has also changed from elliptic to hyperbolic. The time inte-
gration of electromagnetic fields in Neptune uses an explicit leapfrog scheme related to the 
Finite Difference Time Domain (FDTD) method, for which the maximum time step is con-
strained by the Courant condition for stability. For typical dimensions and particle velocities 
found in semiconductor simulations this leads to time steps much shorter than when using a 
Poisson solver, but at a lower computational cost per time step. In the present implementa-
tion, the particle time step is taken to be the same as the electromagnetic time step and, 
because of this, the implementation of the scattering process in our model differs from that 
in conventional EMC implementations. Rather than computing a time-of-flight until the next 
scattering event takes place, the probabilities of each scattering mechanism are evaluated 
independently each time step.  

The primary adaptations to the EM-PIC code to implement the fully-coupled EM-EMC 
model lie in the calculation of the time-step updates to the momentum and position for each 
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particle, which in Neptune are computed in parallel on the GPU. Firstly, we modified the en-
ergy-momentum relation (which is used to compute the particle velocity) from the hyperbolic 
relativistic electron formula to a non-parabolic semiconductor band-structure model. Sec-
ondly, we introduced a set of probabilistic scattering mechanisms to represent phonon scat-
tering events. Thirdly, we implemented the calculation of random thermal distributions of 
particles’ energies and momenta that are required for the initialization, injection, and scat-
tering of particles. 

Each simulation begins in a charge-neutral state with no applied voltages, initialized with 
electromagnetic fields set to zero and an ensemble of simulation particles distributed accord-
ing to the donor density distribution. Voltages are introduced by applying controlled current 
sources between electrodes to transfer charge and generate electric fields in the device, 
which interact self-consistently with the simulation particle ensemble until a steady-state so-
lution is reached. Simulation particles are added and removed at the electrodes during the 
simulation to model Ohmic contacts. 

To illustrate the EM-EMC simulator in 2D initially, we applied it to a quasi-1D n+−n−n+ di-
ode and to a Si MESFET.  Figure 1 illustrates the longitudinal electric field and particle ensem-
ble distributions across a n+−n−n+ Si diode at steady state with 1V applied between the end 
electrodes. Figure 2 illustrates the computed electric field magnitude and particle distribu-
tions at steady state inside a Si MESFET with 1V applied between the source and drain elec-
trodes. Full details of the method, simulation results, and simulation times will be presented 
at the meeting. 
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Device Simulation Using the 3D Particle-in-Cell Code 'Neptune'" 39th IEEE International Conference on 
Plasma Science, Edinburgh, UK, July 8-12, 2012. 

 

 

Figure 1.  Longitudinal electric field strength in a 
quasi-1D n+−n−n+ Si diode after steady-state opera-
tion is reached (red is +ve, green is zero, blue is –ve). 

  

Figure 2.  Electric field magnitude in a 2D Si MESFET 
simulation after steady-state operation is reached. 
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Investigation of effects of lateral boundary conditions on current filament movements 

 in Trench-Gate IGBTs 
Takeshi Suwa 

 Toshiba Electronic Devices & Storage Corporation, Kawasaki, Japan, Email: takeshi.suwa@glb.toshiba.co.jp 

 

When designing the reliability of high voltage power devices, it is very useful to confirm the behavior of current 

filaments in various structures and situations by TCAD simulation [1]. Current filaments are caused by the instability 

inherent in the device, which is the concentration of currents in only some cells and moves around in the device. In general, 

current filaments move around in the chip plane and three-dimensional (3D) simulations are appropriate. For simplicity, 

device simulations are often performed with a structure that limits one direction of current filament movements, that is, a 2D 

cross section in which the chip is cut vertically. Even in the 3D case, it is common to cut out a part of the chip as a 

simulation structure and set boundary conditions on each cut out surface. Which structure we use for the simulation depends 

on our purpose and available time. In any case, for current filament simulations, the lateral boundary conditions are 

especially important as the filaments move laterally. It is known that when reflection boundary conditions (ideal Neumann) 

are used in 2D current filament simulations, the boundary conditions can significantly affect the results [2]. This time, I 

report the effect of the lateral boundary conditions of a 3D structure on the current filament movements and heat generation. 

Approach 

In this study, overcurrent turn-off phenomena are simulated by Synopsys TCAD with the thermodynamic model. As 

shown in Fig. 1, the simulated structure consists of 8 cells in the X direction and 16 cells in the Z direction, with 4 cut out 

surfaces on the lateral sides. Reflective or (Mortar) periodic boundary conditions are imposed on these lateral surfaces in 

three ways (a), (b) and (c). Especially in 3D calculations with the iterative solver, if the periodic boundary condition is 

imposed, the convergence becomes very poor, so it is necessary to carefully set the mesh generation and use a specialized 

linear solver for the mortar periodic boundary condition (Schur Solver implemented in SDevice). 

Results 

The results of the overcurrent turn-off simulation under the three boundary conditions are shown in Fig. 2. As can be seen 

from the figure, the waveforms of the collector-emitter voltage Vce, the gate-emitter voltage Vge and Tmax start to be 

jagged when the collector current Ic starts to decrease. The jaggedness of these waveforms is caused by the generation and 

the movement of a high current density current filament. The main cause of the current filament movements is that the 

lattice temperature becomes locally non-uniform due to Joule heat, and the filament moves to lower temperature parts where 

impact ionization is likely to occur. As can be seen from the jaggedness in the figure, the heat generation inside the device 

differs greatly depending on how the boundary conditions are imposed.  

Fig. 3 shows the current density and the lattice temperature distributions under the boundary condition (a) at each current 

value. The 2D distributions cut out horizontally on the cut plane are also shown below. In the 2D current density 

distributions, some arrows show the trajectory of the current filament movements. The current filament initially crosses the 

center of the device and hits the Xmin plane. After that, it moves along the boundaries and disappears as Ic decreases. In the 

case of the simulation with a 2D structure, there is no place to escape, so the filament bounces off the side boundary line, 

but in a 3D case it travels along the boundary surface. The reason why the filament moves along the boundaries and the 

filament occurs at the boundary surface is that under the reflection boundary condition, the values of the physical quantities 

near the boundary surface become large when there are physical quantity flows in the horizontal direction. For this reason, 

the current filament becomes difficult to move due to the hole injection from the back surface and the leakage current from 

the front surface. The increase in the leakage current is due to temperature rise and potential barrier drop in the base region. 

After all, the current filament is difficult to move due to the influence of the reflection boundary condition. The difficulty of 

movements is also reflected in the large jaggedness of the waveform shown in Fig. 2. 

 Fig. 4 shows the same distributions as in Fig. 3 under the boundary conditions of (b) and (c). In (c), the timing of a 

current filament formation is the latest and the filament does not move along the boundary. Due to the periodic boundary 

condition, the filament that reach Xmin plane emerges from Xmax plane. After that, it is scattered by the high heat part 

formed at the position where it was first generated, and it moves toward Zmax and disappears as Ic decreases. In (b), it can 

be seen that the movement is as if the features of both (a) and (c) are combined. When looking at the effect of the current 

filament moving through the cell, it is more appropriate to model the phenomenon under periodic boundary conditions. 

References [1] T. Tamaki et al., “Numerical study of destruction phenomena for punch-through IGBTs under unclamped 

inductive switching,” Microelectronics Reliability, Vol. 64, September 2016, pp. 469-473. 

 [2] G. De Falco et al., “Effects of current filaments during dynamic avalanche on the collector-emitter-voltage of high 

voltage Trench-IGBTs,” EPE’15 ECCE-Europe. 
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Fig. 2: Waveforms of overcurrent turn-off simulation 

calculated under the three boundary conditions in Fig. 1. 

(c) is now being calculated. Tmax represents the 

maximum lattice temperature of the Si region at each 

time. 

Fig. 1: Schematic view of the simulated structure 

(Trench-Gate IGBT 8x16 cells). (a), (b), and (c) represent 

three types of boundary condition settings for the cut out 

vertical plane. 

Fig. 3: Distributions of electron current density and lattice 

temperature at each collector current value in the case of 

(a) in Fig. 1.  The lower figures show the distributions on 

the horizontal plane cut out by "Cut plane" in the figure. 

The arrows in the figure indicate the trajectory of filament 

movement. 

Fig. 4: Distributions similar to Fig. 3 in the case of (b) 

and (c). At 150A in (c), the current filament disappears, 

but the temperature distribution shows the movement. 
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 Assessment of Lateral and Vertical Tunneling FETs Based on 2D Material 

for Ultra-Low Power Logic Applications  
 

Yuanchen Chu1,3, Shang-Chun Lu2,3, Michael Povolotskyi1, Gerhard Klimeck1, Umberto 

Ravaioli2, Tomás Palacios3, and Mohamed Mohamed4 

1School of Electrical and Computer Engineering, Purdue University, West Lafayette, IN 47907, 2Department of 

Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, Urbana, IL 61801, 
3Microsystems Technology Laboratories, Massachusetts Institute of Technology, Cambridge, MA 02139,                       

4MIT Lincoln Laboratory, Lexington, MA 02421; email: mohamed.mohamed@ll.mit.edu  
 

Introduction: The relentless push for scaling has led to successfully packing over a billion transistors into a single 

chip, and such dense packing has resulted in increased functionality and performance of electronic devices that 

permeate our everyday life. However, the march to transistor miniaturization is stumbling over technical and physical 

barriers. As we reach the scaling limit of CMOS logic, it is imperative to assess alternative energy-efficient electrical 

switching elements. Steep subthreshold devices—with room temperature subthreshold swing (SS) below the 

60mV/dec thermal limit– are desirable as they allow voltage scaling and hence enable power reduction and energy-

efficient computing. Tunneling Field Effect Transistor (TFET) is arguably the most mature and promising low-power 

steep SS post-CMOS device, with numerous reports experimentally demonstrating sub-thermal SS [1]. However, 

previous TFET efforts with sub-thermal SS and acceptable IOFF were plagued with poor on-current (ION) and high 

interfacial trap density (Dit). The emergence of two-dimensional (2D) materials promises to resolve these issues, as 

2D materials facilitate bandgap tuning and an ideal trap-free interface. This work uses ab-initio quantum simulation 

to examine the promise and limitations of homojunction transition metal dichalcogenides (TMDCs) and black 

phosphorus (BP) and explores the potential of 2D/2D vertical heterojunction TFET design for boosting drive current. 
 

Simulation Approach: We adopt an ab-initio quantum simulation framework utilizing first-principle density 

functional theory (DFT) to extract material properties and non-equilibrium Green’s function (NEGF) for electron 

transport. The VASP DFT tool is employed to calculate the electronic structures of 2D materials [2]. The Bloch 

functions provided by DFT are then transformed into maximally localized Wannier functions (MLWFs) using the 

wannier90 package [3]. This process produces a first-principle tight-binding (TB) like Hamiltonian of the unit cell, 

which, together with the unit cell atom positions and lattice vectors, are loaded into the NEMO5 NEGF quantum 

solver for electrical characterization [4]. For all devices, flat band Neumann boundary conditions are assumed for the 

Poisson equation, except for the gate/oxide interface regions where Dirichlet conditions are used to set the applied 

gate voltage.  

 

Preliminary Device Results: Fig. 1 (a)-(b) show the top-and side-view of BP and TMDC crystals. Fig. 1 (c) provides 

the basic device schematic for homojunction 2D TFET. Comparisons of the DFT and MLWF band structure of 1L 

WTe2 and 1L/2L/3L BP are shown in Fig. 2. The results show good transferability of the parameter set used in this 

work. The bandgap of 1L/2L/3L BP and TDMC agree well with previous calculations and experiments. Figure 3 

summarizes transport results using the hybrid DFT/NEGF approach in which the Kohn-Sham orbitals over Bloch-

wave vectors provided by DFT are transformed into TB-like orbitals based on MLWF. The IV characteristics of 

monolayer 2D TFETs are shown in Fig. 3a. The TFET ION trends for the 2D materials is BP > WTe2 > WSe2 > MoTe2 

> WS2 > MoSe2 > MoS2. BP and WTe2 are the only two materials with ION ≥ 100 µA/µm due to their favorable material 

properties. In Fig. 3(b), we examine the difference between the two best monolayer TFET devices by plotting the 

complex band structure. The complex band structure is related to the evanescent wave function, exp(−κx), where iκ is 

the imaginary wave vector. The area enclosed by the imaginary wave-vector and the energy axis is related to the band-

to-band tunneling (BTBT) probability decay rate. BP’s higher ION is attributed to the slower decay of the BTBT 

probability in the transverse reciprocal k-space. Lastly, we explore new device designs based on 2D/2D vertical 

heterojunction to achieve a higher drive current suitable for VLSI applications. We propose a vertical device design 

with a broken bandgap, as shown in Fig. 4, which achieves increased ION values than monolayer devices. We will 

discuss the vertical device operation principles and examine the impact of band tails on device performance. 

 

References: [1] D. Sarkar et al. Nature vol. 526, p91–95 (2015), [2] G. Kresse et al., Phys. Rev. B, vol. 54, p. 11169, 

(1996), [3] A. A. Mostofi et al., Comput. Phys. Commun, vol. 178, p. 685, (2008), [4] S.Steiger et al., IEEE Trans. 

Nanotechnol.,vol. 10, p. 1464 (2011) 
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Fig. 1 (a) top view and side view (left) of the 

TMDC crystal structure. Yellow balls represent 

chalcogens and light purple balls represent 

transition metals (TM). (b) Top view and side 

view of BP crystal structure. (c) Device 

structure of monolayer TDMC 

 

Fig. 2 DFT vs. MLWF band 

structure for (a) Monolayer (1L), 

bilayer (2L), and trilayer (3L) BP. 

(b) Monolayer TDMC band 

structure example for WTe2 showing 

transferability and reproducibility of 

DFT band using MLWF. 

Fig. 3 (a) IV characteristics of 

monolayer TFETs. (b) Energy versus 

real part Re(Kx) and imaginary part 

Im(Kx) of the wave vector along the 

channel for BP and WTe2. 

 

Fig. 4 (a-b) Vertical TFET design showing 

band structure calculated with VASP (lines) 

and NEMO5 (symbols). The NEMO5 band 

structure shown in (b) is computed along the 

transport direction. (c) The primitive unit cell 

(blue) and the rectangular unit cell (green). The 

vertical TFET device design is shown in (d).  
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Full Quantum Simulation of Shockley-Read-Hall Recombination in p-i-n and Tunnel Diodes

A. Pilotto, P. Dollfus, J. Saint-Martin, M. Pala
Université Paris-Saclay, CNRS, C2N, 10 Boulevard Thomas Gobert, 91120 Palaiseau, France

Introduction. Thermal generation-recombination mechanisms occurring in the active region of electron devices are
usually a limiting factor for the performance. For instance, in single photon avalanche diodes (SPADs) they affect both
the dark count rate and the after pulsing, while in Esaki diodes they are responsible for the increase of the valley current.
Recently, a model to include Shockey-Read-Hall (SRH) type recombination [1] via multiphonon relaxation [2] in NEGF
calculations has been proposed in [3], and successfully applied to the study of forward biased p-i-n junctions [3] and
LEDs [4]. In this paper, we use the model of [3] to study the impact of SRH recombination occurring at different device
regions on the forward and reverse current-voltage characteristics (I − V ) of GaAs p-i-n junctions and of an InGaAs
Esaki diode.

Model. The model for the treatment of SRH recombination via multiphonon relaxation in NEGF calculations [3] assumes
that the defect density is strongly localized in space and energy. In the case of a p-i-n diode, the density of states is
therefore represented by a Dirac’s delta at z=zdef and E=Edef . Here, as in [3, 4], the Dyson’s equation for the retarded
Green’s function of the defect (Gd) is not solved, but, instead, G<

d and G>
d are computed by using the quasi-equilibrium

expressions G<
d (E)=ifd(E)Ad(E), and G>

d (E)=− i(1− fd(E))Ad(E), where Ad is the defect’s spectral function and fd
describes the defect’s occupation. The value of fd(E=Edef ) is given by the balance at steady-state between the capture
and emission rates [3]. In the case of electrons, the self-energies that describe carrier capture/emission into/from the
defect state and into/from the bands are computed with Eqs. (1) and (2), respectively.

Σ
≶
dc(zdef , E)=

1

A
∑

k‖

∑

l≥0

Mem/capt(l)

×
∫
dzG≶

c (k‖, z, z, E + l~Ω0)δ(z − zdef )

(1)

Σ
≶
cd(z, z, E)=ρd

∑

l≥0

Mem/capt(l)G
≶
d (E − l~Ω0)δ(z − zdef ) (2)

Mcapt(l)=M0
dc

(l − S)2

S
e−S(2fBE+1)

(
fBE + 1

fBE

)l/2

Il(c) (3)

where ρd is the defect density, Ω0 is the phonon energy (36 meV and 34 meV for GaAs and InGaAs, respectively), l
identifies the number of phonons involved in the recombination process, S is the Huang-Rhys factor (3.5 for GaAs [2]
and 0.4 for InGaAs [5], respectively), fBE is the phonon occupation, Il is the modified Bessel function of l-th order,
c=2S

√
fBE(fBE + 1), andMem(l)=Mcapte

−l~Ω0/kBT . The constantM0
dc can be linked to the carrier thermal velocities

(vth,n/p) and capture cross sections (σn/p) as described in [3]. Similar expressions hold for holes. Current conservation
is obtained by self-consistently solving the equations for the retarded and the lesser(greater)-than Green’s functions.

Bulk GaAs. As a validation of our implementation, we have verified that the recombination rate computed by using the
aforementioned approach (Eq. (4)) is equivalent to the semiclassical expression (Eq. (5)) [1] when the the carrier lifetimes
are τn/p=ρdσn/pvth,n/p and the electron and hole densities are obtained from NEGF calculations. The results in Fig. 1,
obtained by using an effective mass Hamiltonian with two parabolic bands, and for a defect density ρd=1014 cm−3 show
an excellent agreement between Eqs. (4) and (5).

USRH=ρd

∫
dE

2π~
[
Σ<

dc(E)G>
d (E)− Σ>

dc(E)G<
d (E)

]
(4) USRH=

np− neqpeq
τp(n+ n1) + τn(p+ p1)

(5)

GaAs p-i-n Diodes. First, we have employed the model to simulate the recombination current characteristics of
GaAs p-i-n diodes with different thickness of the intrinsic region (L = 40 nm and L = 80 nm). A doping con-
centration Nd = Na = 1017 cm−3 has been assumed in the contact regions and a linear potential profile across
the intrinsic layer has been considered. For the two diodes, five different traps configurations have been analyzed:
a single midgap defect located at zdef = L/4, L/2, or 3L/4 and two random distributions of five traps, namely
R140 = [4 nm, 7.6 nm, 10 nm, 23.3 nm, 39.2 nm], R240 = [10 nm, 15 nm, 20 nm, 25 nm, 30 nm] for the 40 nm thick diode
and R180 = [10 nm, 11.6 nm, 15.2 nm, 32.8 nm, 57.2 nm], R280 = [20 nm, 30 nm, 40 nm, 50 nm, 60 nm] for the longer
diode. Results are shown in Fig. 2. As expected, in forward bias the recombination current increases with ideality factors
that approach or exceed 2 (see Fig. 3). Ideality factors larger than 2 in the case of large built-in fields (i. e. short diodes)
arise from the involvement of band tail states in the trap assisted tunneling process [3]. On the other hand, in reverse
bias configurations the recombination current is slowly varying with the applied bias, except for those cases where a
single defect is located far from the center of the intrinsic region. In fact, by looking at the spectral current densities in
Fig. 4, we notice that, due to the position of the defect with respect to the Fermi levels of the contacts, trap assisted
tunneling through traps located at the center of the intrinsic region is the one that mostly affects the recombination
current, while recombination at other locations becomes significant only for large applied bias voltages.

InGaAs Esaki Diode. Finally, we have simulated a typical InGaAs Esaki diode composed of two degenerate contact
regions (Na=3×1019 cm−3, Nd=1019 cm−3) separated by a 3 nm thick undoped layer. A two-bands k·p Hamiltonian has
been used to simulate the coupling between the VB and the CB [6]. The coupling term has been treated as an adjustable
parameter and it has been chosen in order to yield the correct curvature of the bands at the minimum/maximum. The
potential profile has been derived from the self-consistent solution of the Poisson-NEGF equations. Figure 6 compares
the diode’s I−V characteristics with and without the SRH recombination. We notice that the inclusion of recombination
in the simulations translates into a higher current peak, a larger lobe of the I − V curve and also into a larger valley
current. The effect of SRH recombination is illustrated by Fig. 6: while at V=0.1 V (i.e. close to the peak-current
voltage) both the recombination and the tunneling component contribute to the current density, only the former one
determines the valley current.
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Conclusions. We have employed a quantum model to include SRH recombination in NEGF simulations. The model
has been used to study how the defect location in the active region of p-i-n diodes affects the characteristics of these
devices, showing that defects located at the center of the intrinsic regions are the ones that are mostly interested by
trap assisted tunneling. In the simulation of Esaki diodes, the inclusion of the SRH recombination is able to reproduce
realistic valley currents with a reduction of the peak-to-valley current ratio from 3400 to 22. Therefore, this model can
shed light on the role played by traps in the current characteristics of low-power devices such as the tunnel-FET.

[1] W. Shockley et al., Phys. Rev. 87, 835 (1952).
[2] A. Schenk, J. Appl. Phys. 71, 3339 (1992).
[3] U. Aeberhard, Phys. Rev. B 99, 125302 (2019).

[4] J. A. G. Montoya et al., Phys. Rev. Appl. 16, 044023 (2021).
[5] A. Schenk et al., ECS Transactions 66(5), p. 157 (2015).
[6] E. O. Kane, J. of Phys. and Chem. of Solids 12(2), p. 181 (1960).
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Figure 4: Spectral recombination current density at (a) V=0.48 V, (b) V=0.84 V, (c)
V= − 0.6 V, and (d) V= − 1.2 V of a 40 nm long GaAs p-i-n diode when five midgap
defects from z=10 nm to z=30 nm are simulated (blue circles). σn=σp=5 × 10−14 cm2 and
ρd=1013 cm−3.
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Figure 6: Spectral current density at (a)
V=0.1 V and (b) V=0.5 V for the InGaAs
Esaki diode of Fig. 5.
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Abstract—We present the operating principle of an ideal Cold
Source Field Effect Transistor and check the DoS source engineer-
ing impact on its subthreshold slope. The Subband Boltzmann
Transport Equation is solved and the resulting transfer curves
in the ballistic regime are presented, as well as those including
the effects of scattering. The inclusion of scattering reveals its
importance in the rethermalization of the cold carriers at the
source extension and the degradation in the static leakage of the
device. Finally, we show the impact in the SS when substituting
the semiconducting source extension by the cold metal.

I. Introduction

In the scaling process of the field effect transistors (FET),
several challenges are faced. One of them that still persists is
achieving a sub-60 mV/decade subthreshold swing (SS) while
preserving a high enough on-off current ratio. There are several
designs, such as the Tunnel FET (TFET), that can achieve a
good SS, but with an on-off current ratio penalty due to the
band-to-band tunneling process required to turn on the device.
Other approach consists of engineering the density of states
(DoS) by filtering the distribution function (DF) at the source
contact. The idea relies on reducing the DoS at the source for
high energies, in order to cut-off the Boltzmann tail of the DF.
This can be achieved through several process, like (i) band
to band tunneling in Cold Source FET (CSFET) [1, 2], (ii)
mini-bands in a Superlattice (SLFET) [3], (iii) or a feature of
the contact band structure, like the Dirac Source (DSFET) [4–
6], among others. In this work, we study and simulate an ideal
CSFET device, check the efectiveness of this DoS engineering
and compare it to a Schottky Barrier CSFET (SBCSFET).

II. CSFET Results

The device (Fig. 1 (a)) consists of an idealized Silicon
nanowire CSFET transistor with ohmic contacts, without ad-
ditional tunneling processes or other contact resistances. At
the source, we set a null DF/DoS above Ecut-off, which in this
case is 0.1 eV above the source Fermi energy. In this example,
below this Ecut-off energy, the transmission probability is 1. The
working process is shown in Fig. 2 (a) and (b): at on state, the
barrier at the channel is low enough, so carriers below Ecut-off

can freely move. At off state, the barrier at the channel prevents
the carrier flow, and this process is accelerated by the narrower
window provided by the engineered DoS at the source. With
a high enough barrier, ballistic current can be blocked, apart
from Source-Drain tunneling. The device is simulated using the
subband Boltzmann Transport Equation (SBTE) implemented
in our Nano Device Simulator (NDS) [7].

As shown in Fig. 1 (b), the IV curves reflect how the
ballistic current has a steep SS in the off state compared to a
regular MOSFET (down to 17 mV/decade in this ideal case).
The narrower DoS also reduces the on current with respect to
the same device without DF filtering, both at low and high bias

conditions. This simulation shows how, in an ideal ballistic
situation, this concept can fit with the theoretical behaviour
of a desirable sub-60 mV/decade. The blocking process can
be seen in the distribution function at the energy-space grid
depicted in Fig. 2 (b), where it is clear that the DoS blocking
bans the carriers from flowing above the barrier.

Next, the scattering process is included, thus carriers can
heat up and have energies above Ecut-off, resulting in a flow
of carriers above the channel barrier, as can be seen in Fig. 2
(c), and in the current density plot in (a). This process takes
less than 1 ps in Silicon [8]. The impact of this in the SS is
shown in Fig. 3, where it remains clear that this DoS filtering
can have a practically null impact in the device performance
with respect to a regular MOSFET in steady state conditions.

III. Schottky Contact Results

One way to avoid the rethermalization of the carriers at the
source extension is substituting this semiconducting section by
the cold metal (Fig. 1 (c)), resulting in a Schottky contact (see
energy plots in Fig. 3 (d) to (g)). The tunneling process is
evaluated using the WKB method explained in [7]. As now
the current is mostly tunnel current, and as it mostly depends
on the barrier thickness and very weakly on the temperature,
the SS is mostly restored, but with the expected penalty in the
on current due to the extra resistance added by the tunneling.

IV. Conclusions

An ideal CSFET implemented in a Silicon nanowire is
studied. In presence of scattering, the sub-60 mV slope is only
transient and would recover to over 60 mV in a few ps. Steep-
slope devices are only useful if they can maintain a sub-60 mV
slope over long periods of time, i.e. between switching events,
in order to suppress static leakage. Steady-state steep slope
only appears in ballistic simulation, but scattering inclusion
severely changes the result. Approaches based on DF filtering
or DoS engineering of the source in an otherwise regular
MOSFET device (CSFET, SLFET, DSFET, etc.) cannot meet
this requirement. Alternative SBCSFET restore the steep slope
because it becomes temperature independent, but brings back
the on current penalty present in tunnel devices.
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Fig. 1: (a) Simulated Silicon nanowire transistor device that acts as a CSFET. (b) Resulting transfer curves in (solid) dissipative and (dotted) ballistic regime.
The figure also includes the IV curves in dissipative regime for a CSFET with source extension substituted by the cold metal, shown in (c).
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Fig. 2: Working principle of an ideal Cold Source FET device (a) ON state, (b) OFF state in ballistic situation. The inclusion of scattering effect (c) can
potentially increase the energy of the carriers at the source.

Fig. 3: (a) Current density of a CSFET in energy-space plot at VG = 0.3 V. Distribution function in energy-space for VG = 0.3 V in ballistic (b) and dissipative
(c) regimes. The DoS cut-off prevents the carrier at higher energies to flow above the channel barrier only in ballistic regime. Scattering rapidly rises their
energy, allowing them to flow. (d) to (g) Similar distribution function plots in a device with a source Schottky contact. The device turns to behave essentially
as a Tunnel FET with an extra energy cut-off.
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INTRODUCTION 
One of the most popular qubit architectures is the 

superconducting qubit, which relies on the physics of the 
Josephson Junction (JJ) [1]. The main challenge faced in 
quantum computing is decoherence, often linked to two level 
defects within the JJ structure [2]. Josephson Junctions are tri-
layer systems that consist of two superconductors separated by 
a thin insulating barrier, typically Al/AlOx/Al. The thin oxide 
barrier is amorphous which is considered one of the main 
causes for noise and decoherence in qubit circuits [3]. There is 
still a poor understanding from an atomic perspective of how 
the structure of the amorphous oxide affects performance and 
subsequent failures in qubit applications.  

There are many different variables within JJs structure that 
can sensitively influence performance [4]. Barrier Length is 
considered a key junction parameter, with typical barrier 
lengths ranging between 1-2 nm. However, the physical barrier 
length is difficult to determine and control. It has been shown 
that the effective barrier length can be orders of magnitude 
smaller than the physical barrier length [5]. Thus, it is critical 
to understand the nature of transport through the barrier. In this 
work we combine Tight Binding Density Functional methods 
(DFTB) and Non-Equilibrium Greens Function (NEGF) for an 
efficient method to probe theoretically the influence of the 
barrier length and atomic structure on the transport of 
Josephson Junctions. 

The aim is to understand from an atomistic level how 
transport is affected by the atomic structure of the amorphous 
barrier. Through our simulation, we can explore the existence 
of an “effective barrier length” over a physical one and 
understand what structural effects lead to the reduction of this 
parameter.  

SIMULATION METHODOLOGY 
All calculations were carried out using the QuantumATK-

2021 software.[6] The electronic properties of the Josephson 
Junctions were simulated with DFTB using the “matsci-0-3” 
parameter set [7], [8]. Although a semi-empirical method 
parameterized for certain systems with DFT, it has been shown 
to be transferrable and suggests it can describe the important 
physics of the systems with reasonable accuracy whilst 
significantly reducing the computational cost [9]. The transport 
properties of the junction were studied using non-equilibrium 
Green’s function (NEGF), a powerful tool for a three-
dimensional, atomistic treatment of transport. The amorphous 
oxide barrier was built by simulated annealing method using 
Molecular Dynamics as described several times in the literature 
using the “ReaxFF” force field  [10]. 

RESULTS AND DISCUSSION 
Fig. 1 shows an example of Al/AlOx/Al tunnel junctions 

studied in this work. The amorphous barrier is generated 
through molecular dynamics method before being 
geometrically relaxed between bulk Al electrodes using DFTB 
methods. The final device is studied by combining DFTB and 
NEGF to understand the electron transport in the device.  

Fig. 2 shows the computed resistance for the junctions 
against the different barrier lengths. Data from 13 junctions are 
plotted. The relationship between physical barrier length and 
resistance is not straightforward. There is a slight exponential 
relationship, as guided by the red-dashed line. However, there 
is considerable variability in resistance values for junctions 
with similar physical barrier lengths, suggesting different 
“effective barrier lengths”. For example, two junctions with 12 
Angstrom barrier length show four times difference in the 
resistance.  

Fig. 3 compares the computed transmission spectra for two 
junctions (A and B) with similar barrier lengths (12 and 12.3 
Angstrom) but considerably different resistance values (70.8 
and 16.5 kΩ). Despite similar barrier length and density, the 
inherent differences in the disorder within the barrier results in 
significantly different transmission spectra from which the 
Resistance value is calculated.  

Fig. 4 shows the computed current-voltage (I-V) curves for 
Junction A and B between an applied bias of 0-1V. The I-V 
characteristics are consistent with the respective resistances, 
with the current for Junction B considerably larger than that for 
Junction A. Highlighting the sensitivity of transport to the 
atomic structure of the amorphous barrier.  

Fig. 5 illustrates the Projected Local Density of States 
(PLDOS) for the two junctions. Consistent with the differing 
Resistances of the two junctions, Junction B shows small gaps 
(‘pinholes’) in DOS around the Fermi compared to Junction A. 
These differences illustrate the strong influence of local atomic 
structure on the transport properties of the junctions.  

Fig. 6 shows the transmission pathways at the Fermi level 
for both Junction A and Junction B. Analysis of transmission 
pathways is a key advantage of our atomistic approach. It 
illustrates, the dominant atoms an area of the amorphous barrier 
responsible for transport. Here, an insight can be gained on why 
the resistance varies considerably despite similar barrier length, 
stoichiometry, density. Metallic hotspots are evident, 
consistent with previous work in the literature.  
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Figure 2. Computed Resistance vs Barrier Length. The red 
line offers a crude fit to guide the eye to the trend. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 1. An example of one of the Al/AlOx/Al Junctions 
studied. Grey-Aluminium, Red- Oxygen.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

  

Figure 6. a) Transmission Pathways at Fermi level for Junction A 
b) Transmission Pathways at Fermi level for B, illustrating 
considerable differences in tunnelling despite similar barrier 
length.  
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Figure 3. Computed Transmission Spectra for two Junctions with 
similar barrier length.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Computed I-V Curves for Junction A and Junction B 
which differ in barrier length by only 0.3 Angstroms.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 5. Projected Local Density of States (PLDOS) at 
zero bias for a) Junction A b) Junction B.  
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Abstract—Modern semiconductor fabrication technology re-
quires fluorocarbon dry etching of high aspect ratio silica-based
structures with stringent material selectivity. Dry etching devel-
opment faces challenges due to the lack of understanding of
surface mechanisms and the etchant flux distribution on the feature-
scale. We present a three-dimensional, TCAD-compatible, feature-
scale modeling methodology to study these effects. We apply our
methodology to a highly selective and high aspect ratio etching of
SiO2 by CF4/C4F8 using Ru metallic mask layers. We are able
to accurately reproduce the etch rates, topography, and critical
dimensions of the experiment. We show that our methodology can
precisely generate three-dimensional structures and can be used to
prototype and study novel etching processes.

Introduction Plasma etching is one of the key enabling
fabrication techniques that is challenged to produce ever-smaller
critical dimensions (CDs) with demanding high aspect ratios
(HARs) and high selectivity while etching different materials [1].
The thus manifesting complexity of plasma etching often re-
quires long process development cycles for new technologies,
demanding continued modeling progress to enable further pro-
cess optimizations. Feature-scale modeling of plasma etching
is a powerful tool to investigate surface phenomena and etch
rate topography dependencies. In particular, fluorocarbon plasma
etching is notably challenging to model due to the simultaneous
etching and polymer deposition mechanisms. Nonetheless, the
deposition of a protective polymer layer is what allows the
fabrication of HAR structures, stressing the importance of accu-
rately modeling the interplay between the etchant and protective
reactants. Another challenging aspect is visibility effects due to
the distribution of incoming reactants, which cause unwanted
aspect ratio dependent etching (ARDE) [1]. Therefore, control-
ling phenomena such as ARDE and improving the selectivity
over mask materials in HAR vertical dry etch processes remains
a challenge. Surface reactions and topography dependencies
are thus a major research focus by modelling groups [2]–[4].
In particular, experimentalists are exploring different materials
that can be used as thinner and inert masks to improve etch
selectivity [5].

In this work, we study one of these novel stacks of materials
with our feature-scale modeling methodology by simulating a
three-dimensional (3D) SiO2 via with a Ru mask etched by
CF4/C4F8 in an inductively coupled plasma (ICP) reactor [5].
We calibrate our models based on experimental data, characterize
the etch rate of the materials, reproduce the experimental CDs,
and show how our TCAD-compatible methodology can be used
to accurately prototype processes with novel materials into 3D
structures that can be integrated into TCAD process/device
simulations.

Methodology We apply our previously devised surface re-
action model [6] that is implemented into Silvaco’s Victory
Process simulator [7], use the tool’s ray-tracer [8] for flux
calculations, and its level-set engine [9] for the topography
evolution (Fig. 1). The ray-tracer calculates the flux of incoming

Fig. 1: Feature-scale modeling methodology: The ray-tracer
evaluates the local fluxes. Langmuir equations use these fluxes
to calculate the etch or deposition rates and the level-set engine
evolves the surface accordingly.

reactants taking into account the source angular distribution
and shadowing effects. The resultant fluxes serve as an input
to the surface reaction model, described by a Langmuir set of
coverage equations (1-3). The calculated polymer coverage value
(4) determines if a polymer deposition (5) or a surface etching
(6) occurs. The level-set engine is responsible for applying the
rates to the surface and updating the feature geometry.

The complex mixture of reactants generated by the plasma is
abstracted into three functional species: neutrals (n), ions (i),
and polymers (p). The subscript n/p indicates the coverage of
neutrals on a polymer substrate. Neutrals represent the etchants,
polymers the etching inhibitors and the depositing species of a
polymer layer, and ions are responsible for the sputtering and
reactive ion etching (RIE) mechanisms. The substrate material
coverage by n and p is described by a Langmuir adsorption
model (1-2). The polymer material has its own independent
Langmuir equation because it can also be etched or deposited (3).
Each term of the equations represents a mechanism of adsorption
or etching (RIE, sputtering, evaporation). The coverages Θn,p are
defined as the fraction of substrate surface sites with adsorbed n
or p species. Θn/p describes the coverage of polymer by neutral
species to take the polymer etching into account. A steady-state
approximation (dΘn,p,n/p

dt = 0) is used to solve equations (1-3)
because the surface evolves very slowly compared to the time
it takes for the adsorption and desorption mechanisms to take
place [2].

The other quantities present in (1-6) are the fluxes Jn,i,p, the
sticking coefficients Sn,p,n/p, the stoichiometric coefficient kn,
the substrate densities for polymer (ρp) and SiO2 (ρSiO2

), the
rates Rdep and Retch, the sputtering yield Ys, and the RIE yields
Yn,n/p. Jev , the evaporation flux, and kev its stoichiometric
constant, are used to model the thermal evaporation etching
mechanism [2].

dΘn

dt
= JnSn(1−Θn −Θp)− JiYnknΘn − JevkevΘn (1)

dΘp

dt
= JpSp − JiYn/pΘpΘn/p (2)

dΘn/p

dt
= JnSn/p(1−Θn/p)− JiYn/pΘn/p (3)

Θp =
JpSp

JiYn/pΘn/p
(4)
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Rdep =
JiYn/pΘn/p − JpSp

ρp
(5)

Retch =
1

ρSiO2

(JiYnknΘn + JiYs(1−Θn −Θp) + JevkevΘn)

(6)
Θp (4) defines whether a deposition or etch step occurs.

If Θp ≥ 1 the surface is completely covered by polymers and
a deposition occurs with a rate of (5). However, if Θp < 1 the
substrate is etched at a rate given by (6).

Results We use the experimental data from [5] to calibrate
and validate our simulation results. The experimental setup of
the ICP reactor is defined in Tab. I and the initial feature’s two-
dimensional (2D) cross-section in Fig. 2(a). A 3D simulation
was performed and, to improve performance, we explored the
trench symmetry and ran the simulation only on a half 3D
trench and mirrored the result to represent the full trench. To
estimate the neutrals and polymer flux, we adapted values from
the steady-state densities of neutral species reported by [10] to
the setup shown in Tab. I, resulting in Jn = 1× 1017 cm−2s−1

and Jp/Jn = 0.14. This Jp to Jn ratio indicates a strong
polymerization regime, where F/C < 3, which is expected for
anisotropic etching applications [10]. The remaining stoichio-
metric constants, Je, and the sputtering functions and parameters
for SiO2 use values from our previous work [6]. Therefore, the
fitting parameters are Ji and the angular distributions of the
Jn,p,i sources.

For the neutral and polymer particles we use a constant flux
value across the surface and for the ions a sharp von Mises source
angular distribution with a shape parameter of 250. The neutrals’
and polymers’ constant approximation is valid for our case of
particles with low sticking values (Sn,p,n/p = 0.1) impinging
onto HAR structures [11]. The Ji value of 1.4× 1016 cm−2s−1

was found by fitting the etch rate and the shape of the final
trench to the experimental data.

We ran the simulation for the total etch time of 94 s and
achieved the profile in Fig. 2 (b). The etch rate for SiO2

(332nm/min) and the selectivity of SiO2/Ru (78) are within
3% of the reported values of 324nm/min and 72.5, respec-
tively [5]. The simulated trench CDs were also in excellent
agreement: The depth (520nm), width at the bottom (58nm),
and width at the half-height point (84nm) are all within 5%
from the experimental results [5].

In Fig. 3, the 3D half-trench was mirrored several times to
build an array of trenches. It shows the capability of our method-
ology to reproduce 3D structures based on physical simulations
which can serve as an input for larger TCAD process/device
simulations. In Fig. 3 the expected symmetry with regards to
the trench length is also evident, showing that our flux and
topography models can be reliably used in 3D structures.

TABLE I: ICP etch setup with a C4F8/CF4 mixture [5]

.

Parameter Value

Total gas flow 60SCCM
C4F8 content 12.5%
Substrate power 75W
Pressure 5mTorr
Time (t) 94 s
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I. INTRODUCTION

The integration of process simulations with device and circuit
simulations through design-technology co-optimization (DTCO)
is essential for the successful design of future semiconductor
devices and technologies [1]. In this manuscript, we describe
a novel DTCO flow and apply it to study the impact of spacers
with an air gap (AG), known as air spacers (ASs) on the circuit-
level power and performance at the 7 nm node, using a 5-stage
ring oscillator (RO) as an example circuit. The effective spacer
capacitance, Ceff, is a limiting factor in the achievable frequency
f ∝ 1/Ceff and power P ∝ Ceff of the oscillator [2].

It is essential to understand process variations and the limita-
tions in reducing the capacitance imposed by the fabrication of
the AS, when designing the RO circuit. The main fabrication
parameters which impact the AG geometry are the sticking
coefficient s and the thickness of the conformally-deposited SiN
layer tc which determines the width of the trench prior to non-
conformal deposition. Since s is directly related to the fabrication
condition in the chemical vapor deposition (CVD) chamber, such
as pressure and temperature [3], this provides a direct link
between circuit-level performance and the fabrication conditions.

II. SIMULATION FLOW

The simulation of the fabrication-induced variation in the RO
performance using physics-based models is not feasible, since
physical process models require a time-intensive Monte Carlo
(MC) ray tracing and level set (LS) approach. Therefore, we first
perform a set of physical simulations in order to generate an
analytical model for non-conformal CVD [4] which is based on
these physics-based models, as implemented in ViennaPS [5].
This analytical model is subsequently applied in the full DTCO
flow in order to study the impact of the fabrication parameters
on the circuit performance. The critical steps in the workflow, as
shown in Fig. 1, are described in this section.

A. Physical Topography Simulation
The physical simulation for the generation of the AG in

the spacer is based on a LS powered topography simulator,
together with top-down MC ray tracing for the simulation of
non-conformal CVD [6]. Initially, a conformal layer of width
tc is deposited in the spacer trench, which can be modeled using
physical or analytical approaches. After this, a non-conformal
CVD is simulated using a single-particle approach, where the
particle has a specific sticking coefficient s which describes
its propensity to adsorb onto the surface [7]. Higher s values
represent higher non-linearities which ensure that the gap is
pinched off at the top. Several physical simulations are performed
while varying tc and s in order to subsequently devise a fast
analytical model using the generated geometries.

B. Geometrical Description of the Air Gap
The principal aim of the analytical model is to reproduce the

geometrical shape of the AG inside the spacer by reproducing
the pinch-off height (POh), bottom height (Bh), and air gap
width (AGw) from the physical CVD model (Fig. 2). This model
also applies a linear interpolation for the air gap’s geometrical
parameters for s and tc values which have not been simulated
with the physical model. The air gap’s shape is represented using
a superellipse centered at (0, 0) with radii rx and ry along the x
and y axes, respectively, using the equation

y = ±ry 4

√
1− |x/rx|4. (1)

C. Analytical Topography Simulation
In our DTCO flow, the complete AS is generated by first

assuming a fully-filled SiN spacer and then performing a Boolean
operation to remove the AG geometry from the spacer region. The
AG geometry follows Eq. (1) while its vertical placement depends
on the physically-modeled values of POh and Bh. This method
allows to reproduce the physical AS model with high accuracy,
as shown in Fig. 3, while requiring a fraction of the simulation
time. The analytical model showed a speedup of about 100×,
which is consistent with our previous studies [4].
D. Capacitance Extraction

The capacitance across the generated AS is calculated by
solving the Poisson equation, which allows to extract a re-
lationship between the capacitance and the chosen fabrication
parameters. Ultimately, the calculated capacitance is used to
extract an effective relative permittivity εeff of the AS, which
contains an AG surrounded by SiN. The range of εeff we observe
for the tested fabrication conditions is from about 4.2 to 5.7, as
shown in Fig. 4, while a pure SiN spacer exhibits an εeff of 7.4.
E. Power-Performance Analysis

With the calculated εeff values, a power-performance analysis
(PPA) of a 5-stage inverter RO logic cell is performed assuming
varying fabrication conditions. The SPICE model cards are ex-
tracted automatically from the TCAD transistor characteristics
and the parasitics network is calculated from the full three-
dimensional (3D) RO cell using a field solver. Applying this
method, any change in capacitance can be captured in a consistent
manner [1], [8]. As expected, the results clearly show that the
introduction of an air gap (AG) results in an improvement in the
power and achievable frequency in all cases, as shown in Fig. 5.

III. RESULTS AND DISCUSSION
We apply our developed DTCO framework on two fabrica-

tion flows, both of which are compatible with complementary
semiconductor-metal-oxide (CMOS) technology. For one, the air
spacer is formed prior to the deposition of middle of line (MOL)
contacts (pre-MOL) [9] and for the second one the air spacer is
formed after the deposition of MOL contacts (post-MOL) [2].
From Fig. 3 we note that both flows provide a similar air gap
width, while the post-MOL-generated AG is shifted slightly up,
due to the pinch-off location being slightly higher. A minimum
conformal layer thickness of 2.5 nm was chosen because it was
found that this allows for the pinch-off to stay within the spacer
region. Otherwise, it may encroach into the inter-layer dielectric
(ILD) layer between the MOL contacts.

The most significant impact on the spacer’s effective relative
permittivity is the AG width. This parameter is highly driven
by the thickness of the conformally-deposited SiN. As can be
observed from Fig. 4 the lowest permittivity is achieved when
the sticking coefficient is high and the conformal layer thickness
is low. These two factors essentially mean that the conformal
deposition should set the width of the air gap, while the non-
conformal deposition should only close the generated trench.

Finally, we observe the impact of the AS on a 5-stage inverter
RO circuit using PPA, which is summarized in Fig. 5. We note
that the inclusion of the air gap improves the performance by
about 15% in the worst case. With the presented framework, we
are able to apply DTCO studies all the way from 3D physical
process simulations through to geometric analysis of the spacer’s
topography and finally to thorough device and circuit analysis.
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Fig. 1. Flowchart showing the presented DTCO workflow (solid arrow) for AS generation
for a 5-stage inverter RO logic cell. The dotted arrow shows the development of the
analytical model, which is based on a calibrated physical model. The main input parameters
are the sticking coefficient s and conformal SiN layer thickness tc, which are used to
generate the air spacer geometry GAS. The impact of the studied fabrication parameters (s,
tc) on the circuit power and performance are then provided using a PPA chart.

Fig. 2. Inverter cell with highlighted gate line and spacer regions. The
insets show the spacer structure between source (S) and drain (D) regions,
encircling the gate (G), below the MOL contacts. On the bottom right, the
air spacer is shown with typical measurements for the pinch-off height
(POh), bottom height (Bh) and the air gap width (AGw). These physical
parameters are used to define the geometry of the air spacer GAS.
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I. INTRODUCTION

The Binary-Collision-Approximation (BCA) based
Monte Carlo (MC) simulation is widely used for pre-
dicting ion implantation profile. Various physical models
have been proposed and improved by many researchers
so far1–3, and many efforts have been made to reduce
the calculation time of the BCA based MC simulators4,5.
Nevertheless, the calculation time is still an issue for high
energy implantations, e.g. deep photodiode or deep well
isolation formation, because of many collision events that
have to be considered within BCA MC simulation. To
resolve this problem, we have developed the GPU imple-
mentation of the BCA based MC simulator (GPU-MCII).
In this paper, the GPU performance, its drawbacks and
a technique reducing these drawbacks are shown.

II. METHODOLOGY

BCA MC simulation flow considers that energetic par-
ticles enter from the top of simulation domain, lose their
energy due to successive collisions with the target ma-
terial atoms nuclei and inelastic electronic energy losses
until they come to rest. Thus a MC simulation cycle in-
cludes the following calculation steps:
(1) search target atoms
(2) calculate nuclear/electronic energy loss and direction
of a projectile ion after collision based on BCA
(3) update next particle position
(4) calculate amount of energy transferred during colli-
sion and generated crystal damage (in crystalline mate-
rials only)
(5) check criterion of trajectory splitting5

(6) update dopant profile
This MC cycle is repeated until the energy of particle

reaches the cut-off energy (5eV). Due to large number of
real ions that are typically implanted in semiconductor
technology (dose is in range 1011cm−2 ∼ 1015cm−2), in
MC simulation each MC particle corresponds to many
real ions and so implanted dose and damage are scaled
accordingly. It is critically important to track dynamic
changes of lattice damage since they are affecting sub-
sequent MC particle collision probabilities at step (1) of
the loop3. In the CPU implementation of BCA algo-
rithm (CPU-MCII), a loop of the MC cycles is executed
sequentially for every MC particle. Even though the mul-
ticore CPU computes multiple MC particles in parallel,
the impact on damage accumulation is limited because
the number of parallel executions is small. However, it
would be problematic with GPU due to massively paral-
lelized execution (Sec. III).

Implementing the MC cycle onto GPU without inge-
nuity introduces the branch divergence6 which is the per-
formance degradation caused by branch instructions. To
avoid the branch divergence, we decompose the MC cy-
cle into multiple GPU kernels which contain no branch
codes for the difference of material crystallinity, and de-
fine a GPU batch which is a tuple of the GPU kernels
and the MC particles for a material crystallinity. A GPU
batch is bound with a chunk of GPU cores. While some
GPU batches run, the GPU-MCII flushes out the result
of GPU batches completed, screens the MC particles still
in flight and loads a next step onto GPU batches vacant
(Fig. 1). In this way, the GPU-MCII carries out individ-
ual calculations for a mass of MC particles at once.

FIG. 1: Schematic of the GPU-MCII

III. SLOWCOACH SCHEME

In order to reduce the impact on damage accumula-
tion as discussed in Sec. II, we introduced the slowcoach
scheme with multiple slowcoach approaches (SA). SA is a
method to use not full size of a GPU batch but the spec-
ified smaller size . It makes GPU utilization being lower,
but can generate damage little by little. The keys to ob-
tain accurate profile are the optimal task size and the
end condition of the SA. To define them, we firstly take
sample data with a small number of particles Ns using
the SA (Fig. 2). Using maximum damage density Cd,max

from the sample data and the damage threshold (Cd,th)
for amorphization, we could estimate that the number of
particles required for the damage density to reach to the
threshold is Ns

Cd.th

Cd,max
. And then, the number of com-

pleted tasks to end the SA is defined by A ·Ns
Cd.th

Cd,max
. In

the same way, the task size to be used in the SA is defined
by B · Ns

Cd.th

Cd,max
. Where, A and B are user parameters,
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2

and A ≥ 1 and B < 1 are desirable to generate damage
slowly.

FIG. 2: Slowcoach approach schematic

Fig. 3 shows Arsenic (As) profiles obtained by CPU-
MCII (calibrated to SIMS data) and GPU-MCII. With-
out SA, the tail profile is suppressed comparing to CPU-
MCII because the peak area is amorphized in the early
stage due to the concentration of damage generation. In
reality, at early stage of implantation surface damage is
small and some portion of ions have high chance of chan-
neling, forming deep tail profile. When SA is used this
effect is properly captured and the profile becomes simi-
lar to the result of CPU-MCII.

FIG. 3: Difference between with and without slowcoach
(dose=8.0× 1015cm−2, energy=50keV,A=4,B=0.1)

IV. BENCHMARK

We benchmarked deep implantation into a 3D CIS
structure consisting of multiple materials using an un-

structured mesh. The GPU-MCII and the CPU-MCII
were performed with Nvidia Tesla V100 and 8 cores
on Intel Xeon Gold 6146 3.2GHz. Fig. 4 shows As
implantation results. Energy is a few MeV and dose
is 5×1011cm−2. In this case high acceleration rate is
expected and indeed simulation time of GPU-MCII is
merely 3.8% of CPU-MCII for 1×106 particles statistics
and only 2.5% for 1×108 particles due to reduced relative
overhead for simulation initialization and finalization.

FIG. 4: deep implantation
of As into 3D CIS

FIG. 5: 1D profile in depth
direction

TABLE I: TAT comparison between CPU and GPU

Number of particles
calculation time[hour]

CPU×8/GPU
CPU×8 GPU

1 ×106 0.75 0.03 26.5
1 ×108 66.36 1.67 39.8

V. SUMMARY

We developed the GPU-MCII that utilizes the decom-
position strategies to avoid the branch divergence perfor-
mance degradation on GPU. Slowcoach Approach algo-
rithm was implemented in order to mitigate the all-at-
once damage accumulation overestimation due to mas-
sively parallel GPU execution. Notwithstanding the fact
that parallel performance of GPGPU-MCII can degrade
for low energies and high doses, when frequent CPU-GPU
data sharing is needed to reset simulation conditions, our
methodology is showing excellent results for high energy
and low does implantation steps simulation, which are
important for CIS technology optimization. For typical
process conditions and modeling setup almost 40x simu-
lation time acceleration can be achieved.
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Abstract—Electrical properties of CrSi thin films are modeled
considering phase transitions and grain growth during annealing.
The effective medium approximation is used to calculate the resis-
tivity of the film which comprises several phases including grain
boundaries. The phase transition from as-deposited amorphous
to poly-crystalline including a meta-stable state leads to high
resistivity within a certain range of annealing temperature.

I. INTRODUCTION

CrSi based thin films are attracting attention because of their
high resistivity and low temperature coefficient of resistivity
(TCR). Electrical properties of CrSi thin films depend on
microstructure of the constituting materials[1]. Post-annealing
changes transport properties because of crystallization[2]. In
order to optimize wafer process conditions to achieve desired
transport properties, quantitative modeling of the effect of
annealing on the electrical properties is required.

In this study, electrical properties of CrSi thin films are
modeled considering phase transitions and grain growth during
annealing. Experimental data with Si/Cr atomic ratio slightly
larger than 2[1] are used for model validation.

II. MODELING

We formulate the phase transitions during annealing using
temperature-dependent transition rates between phases. Vol-
ume fractions of each phase are obtained by solving rate
equations. The resistivity is calculated based on the volume
fractions.

The rate equations are derived from a set of phase transi-
tions, as shown in Fig. 1, which is based on physical analysis
results of the thin films annealed with various temperatures[1].
The initial phase is amorphous CrSi (a-CrSi). The final phase
is polycrystalline CrSi2 (p-CrSi2), which is the stable phase
of Cr-Si alloys with Si/Cr atomic ratio around 2[4]. The
intermediate phase is polycrystalline Cr5Si3 (p-Cr5Si3). As
the Si/Cr atomic ratio of the initial a-CrSi is slightly larger
than 2, both p-Cr5Si3 and p-CrSi2 regions are accompanied by
polycrystalline Si according to the principle of mass-balance.
The volume fractions of a-CrSi, p-Cr5Si3, p-CrSi2, and Si are
obtained by solving the rate equations.

The rate of Transition i(= 1, 2, 3) shown in Fig. 1 at
annealing temperature Tan is expressed as Pi = ν((Tmp −
Tan)/Tmp) exp(−Eai/(kTan)) which is based on the expres-
sion for crystal growth[5] with the lattice vibration frequency
ν = 1 × 1013 Hz, the melting point Tmp = 1763K, and the
activation energy Eai.

The physical analysis results also indicate that the higher
the annealing temperature, the larger the grains of p-Cr5Si3
and p-CrSi2[1]. The observed grain radius after annealing time
tan is expressed by rg = kgg0 exp(−Eagg/(kTan))t

1/2
an with

kgg0 = 1 × 102 nm/s1/2 and Eagg = 0.5 eV, as shown in
Fig. 4. The same radius is used for both p-Cr5Si3 and p-CrSi2
for simplicity.

The resistivity of the thin film which comprises a-CrSi,
p-Cr5Si3, p-CrSi2, and Si is calculated using the effective
medium approximation for conduction in two dimensions[6].
In order to include the effect of grain boundary, the resistivity
of a polycrystalline material is expressed as a sum of a
crystalline part and a grain boundary part: ρp = ρc+ρgb. The
grain boundary part is assumed to be inversely proportional
to the grain radius, which is a simplified Mayadas-Shatzkes
model[7]. The same grain boundary resistivity is used for both
p-Cr5Si3 and p-CrSi2 for simplicity.

III. RESULTS AND DISCUSSION

The activation energies of the transitions and the resistivities
and the TCRs of each material are optimized to minimize
the root mean square error between measured and calculated
resistivities and TCRs.

The extracted values for Ea1, Ea2, and Ea3 are 2.44 eV,
6.36 eV, and 2.52 eV, respectively. The rate of transitions
with the extracted activation energies as shown in Fig. 2
suggests that meta-stable crystals appear first, which is known
as Ostwald step rule[3]. The meta-stable state remains within
a certain range of annealing temperature as shown in Fig. 3.
Note that Ea1 and Ea3 are close to the measured activation
energy 2.6 eV for silicide formation in multi-layered thin films
of chromium and amorphous silicon[8].

The calculated resistivities and the TCRs with the values of
the parameters in Table I are in good agreement with measured
data as shown in Figs. 5 and 6. The phase transitions from
as-deposited amorphous to poly-crystalline including a meta-
stable state lead to high resistivity within a certain range of
annealing. The gradual increase of TCR above 600◦C comes
from the grain growth which is shown in Fig. 4. The relation
between the resistivity and the TCR with various annealing
temperatures is also well expressed by the proposed model as
shown in Fig. 7.

IV. CONCLUSION

The electrical properties of CrSi thin films were modeled
considering phase transitions and grain growth during an-
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nealing. The phase transitions from as-deposited amorphous
to poly-crystalline including a meta-stable state lead to high
resistivity within a certain range of annealing temperature.
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TABLE I
THE RESISTIVITY AND TCR OF EACH MATERIAL NORMALIZED BY THE

ABSOLUTE VALUES OF THE AS-DEPOSITED SAMPLE. THE GRAIN RADIUS
rg IS IN NANOMETERS.

material normalized ρ normalized TCR
a-CrSi 1.09 −0.768
Cr5Si3 0.459 12.4
CrSi2 0.725 3.04

Si 19.4 −3.41
grain boundary 0.258/rg −13.1

Region 1:
a-CrSi

P1 P3

P2

Region 2:
p-Cr5Si3 + Si

Region 3:
p-CrSi2 + Si

Ea1

Ea2

Ea3

Progress of reaction

ΔG

Fig. 1. The schematic diagram of the phase transitions during annealing.
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The resistivity is normalized by the value of the as-deposited sample.
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Fig. 6. The TCR of the thin film as a function the annealing temperature.
The TCR is normalized by the value of the as-deposited sample.
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Abstract—Atomic layer deposition (ALD) is a key technology
in semiconductor processing, enabling precise control over the
deposited film thickness and providing high conformality. A
fundamental ALD process is the deposition of aluminum oxide
(Al2O3) from sequential trimethylaluminum (TMA) and water
(H2O) exposure during sequential ALD cycles, having found
application in the deposition of high-κ capacitor films for
dynamic random-access memory (DRAM). DRAM requires ALD
on high aspect ratio structures, where non-ideal conformality can
occur. We present an extension to existing one-dimensional flux
and surface coverage models by including reversible adsorption.
Our approach allows to focus on the H2O step, which is known
to yield non-ideal conformality. We show good agreement of our
modeling approach with experimentally reported H2O-limited
thickness profiles. By incorporating these advanced models in a
level-set based topography simulator, ALD can be combined with
other processing steps to model a complete fabrication sequence.
Moreover, the clean surface sticking probabilities derived with
our model are consistent with measured values.

Introduction Atomic layer deposition (ALD) is a thin film
growth technique and is an essential enabler of high aspect
ratio (HAR) structures such as dynamic random-access me-
mory (DRAM) [1]. The success of ALD comes from its good
control over film conformality and thickness. This is achieved
by dividing the growth process into self-limiting processing
steps, which then repeat in cycles [2]. Thus, film thickness
is controlled via the growth per cycle (GPC) and the total
number of cycles (Ncycles). Ideally, the self-limiting nature of
the reactions provides perfect conformality. However, in HAR
structures, deviations from ideal conformality are frequently
observed due to reactant transport being more restricted as it
traverses towards the bottom of the structure.

The focus of our work is ALD of Al2O3 from sequential
cycles of exposure to trimethylaluminum (TMA) and water
(H2O) [3], which has found applications as high-κ capacitor
films for DRAM [1]. The first step is a reaction between
ambient TMA and a hydroxyl-terminated (OH-terminated)
surface. After purging, ambient H2O is introduced during the
second step, which reacts with the adsorbed TMA, leaving an
OH-terminated surface once again. The reaction pathways of
the H2O step are depicted in Fig. 1: Adsorption-reflection, re-
presented by a coverage-dependent sticking probability β(θ),
and desorption, modeled using an evaporation flux Γev.

Such processes are commonly modeled via first-order Lang-
muir adsorption and have been applied to predict saturation
times [4], to model growth kinetics [5], and to estimate the

clean surface sticking probability β0 [6]. However, they do
not directly evaluate the thickness profiles. Such profiles are
necessary if, e.g., ALD modeling is to be combined with
other semiconductor processing steps and if a process-aware
simulation of the device operation is desired. Previously, we
tackled this issue by developing a model for ALD of titanium
compounds, including complex surface models and a precise
evaluation of local fluxes using Monte Carlo ray tracing [7].
However, this model incurs high computational costs.

In this work, we propose a one-dimensional (1D) model for
ALD in HAR structures and apply it to the growth of Al2O3

in the H2O-limited regime. The proposed model accurately
captures the non-ideal conformality by including reversible
Langmuir kinetics [8]. The model is integrated in the level-
set based [9] topography simulator ViennaLS [10] in order to
calculate the evolution of the thickness profiles.

Fig. 1: Possible reaction pathways during the H2O step.

Method In our 1D ALD growth model, illustrated in Fig. 2,
we focus on two main variables: The surface coverage θ and
the local reactant flux Γ for a single limiting species [4].
We assume that the complementary species (TMA) has a
sufficiently high dose to fully cover the surface. In the
reference experiment [6], the applied TMA dose is 1.6 times
that of H2O, thus the limiting factor is the H2O flux ΓH2O.

Our surface model is an extension of the conventional
single-particle Langmuir model [4] with reversible kinetics
(i.e., including the evaporation flux Γev) to describe the
complex H2O step with improved accuracy [8]. The H2O
flux is calculated using a 1D Knudsen diffusion model for
a trench with opening d and depth L [5]. That is, we assume

1
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a preferential transport direction z along the trench sidewall.
The equations for θ and ΓH2O, assuming a surface site area
s0, are provided in (1) and (2) respectively:

dθ

dt
= s0

β(θ)︷ ︸︸ ︷
β0(1− θ) ΓH2O − s0θΓev, (1)

d2ΓH2O

d2z
=

3

(2 · d)2 β0(1− θ)ΓH2O. (2)

Eq. (1) is solved with Euler’s method with a pulse time tp
and Eq. (2) is solved with a central finite differences scheme.

A crucial challenge is that ALD does not operate in steady-
state, but in cycles. We tackle this by introducing an artificial
time t∗ = Ncycles/C during which the film is grown, where C
is a numeric constant. The film grows in a direction normal
to the surface element at position r⃗ with a growth rate GR(r⃗)
given by:

GR(r⃗) = GR(z) = C ·GPC · θ(z). (3)

Fig. 2: Illustration of the ALD model simulation domain.

Results We calibrate our model to measured profiles of
Al2O3 reported by Arts et al. [6]. The measurements were
made in a lateral HAR structure (d = 0.5µm, L = 5mm)
tailored to film conformality analyses [11]. A maximum
thickness of 46 nm was achieved in the H2O-limited regime
(≈750mTorr·s) after 400 ALD cycles for a GPC of 1.15 Å
at three substrate temperatures (150 ◦C, 220 ◦C, and 310 ◦C).

We model the lateral trench in two dimensions (yz),
where y is the direction of film growth and z is the lateral
coordinate and transport direction. From (1) and (2), we
calculate the model parameters Γev and β0, whose calibrated
values are shown in Table I. The profiles are reported in Fig. 3.
TABLE I: Parameters calibrated to measurements from [6].

Parameter 150 ◦C 220 ◦C 310 ◦C

Γev (m−2s−1) 6.5 · 1019 5.5 · 1019 3.5 · 1019
β0 5.0 · 10−5 1.6 · 10−4 1.9 · 10−4

β0, estimated range from [6]
1.4 · 10−5

−
2.3 · 10−5

0.8 · 10−4

−
2.0 · 10−4

0.9 · 10−4

−
2.5 · 10−4

Fig. 3: Comparison of calibrated simulation to thickness
profiles measured by Arts et al. [6].

Discussion In Table I we observe that the calibrated values
of β0 are generally consistent with those estimated in [6]. This
is expected, since the methodology used for those estimations
is also based on first-order Langmuir kinetics. Nonetheless, we
expect that our approach provides a more accurate estimate,
particularly for the discrepant value at 150 ◦C, since we
consider the entire thickness profile instead of the slope at
50% height and we include an evaporation flux Γev.

From Fig. 3, we note that our modeling approach provides
a good agreement with the reported profiles. This agree-
ment, combined with the measurable variation of maximum
thicknesses with temperature, is a strong indicator that the
temperature dependence of the evaporation flux Γev plays a
key role in determining the profile. Therefore, Γev must be
taken into account for the accurate modeling of ALD.
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A Novel Methodology for Neural Compact
Modeling Based on Knowledge Transfer
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Intae Jeong and Hyunbo Cho

Research & Development Center, Alsemy Inc., Seoul, Korea. Email: yesle.cha@alsemy.com

Abstract—This work presents a novel approach of using knowl-
edge transfer to increase the accuracy of artificial neural network
(ANN)-based device compact models, or neural compact models.
This is useful when the amount of data available for training an
ANN is limited. By utilizing relatively abundant data of a previous
technology node, physical phenomena that are not evident in
the limited data of the target technology node (e.g. gate-induced
drain leakage) are accurately predicted. When meta learning
algorithms are used, the accuracy of the model significantly
increases, with relative linear error 10 times lower compared to
the case when prior knowledge is not incorporated. The proposed
methodology can be used to model future generation devices
with limited data, utilizing data from well-characterized past
technology node devices.

Index Terms—Artificial neural network, compact modeling,
deep learning, knowledge transfer, meta learning, MOSFET,
statistical modeling, transfer learning.

I. INTRODUCTION

Artificial neural network (ANN)-based device compact
models, or neural compact models, use machine learning to
model devices for circuit simulation based on data [2]. How-
ever, it is often difficult to obtain a large dataset from novel de-
vices, which limits the accuracy of the neural compact model.
To overcome this issue, previous work directly incorporated in
the ANN model the physics that was already understood [1]. In
this paper, we propose knowledge transfer methods in which
the relevant physics in the data is automatically included in
the model, without the need to understand such physics.

II. KNOWLEDGE TRANSFER FOR DEVICE MODELING

The objective of this paper is to provide a new modeling
framework for tackling the scarcity of data for a target device.
In this framework, we set a similar environment to the case
when fitting parameters are extracted for analytical models
(e.g. BSIM), where only few I-V sweeps are measured for
each channel width (W), channel length (L), and temperature
(T) of the target device. Fig. 1 shows the contrast between
available data, which are used for ANN training, and test data,
which are used to examine the accuracy of the final ANN.

The methodology consists of two parts. First, we pretrain
the ANN to learn device physics from largely available planar
MOSFET data. For each W, L, T, a large amount of data,
on par with the union of two data shown in Fig. 1, is used to
capture the delicate physical phenomena. Second, we adapt the
pretrained ANN to the limited target device data, so that the
learned physics becomes consistent with the target device. The

Fig. 1. Bias domain for each W, L, T of the target device of (a) available data,
consisting of 24 current-voltage sweeps, and (b) test data with approximately
47 times more data points than those of the available data.

Fig. 2. (a) For transfer learning, we pretrain a multilayer perceptron (MLP)
on a selected W, L, T dataset of the source device, then fine-tune that ANN
on limited W, L, T data of the target device. (b) For meta learning, the ANN
learns to learn by being meta trained to repeatedly make accurate predictions
utilizing the condensed information on each W, L, T data of the source
device that the encoder extracts (represented by transistor symbols). The ANN
is adapted to the target device data by extracting relevant information with
limited W, L, T data (transistor symbol), and instantiates predictions (in black).

whole procedure is called ‘knowledge transfer’. The details of
how each part is conducted depend on the knowledge transfer
method used, as explained in Fig. 2.
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Fig. 3. ID-VGS ANN predictions (lines), training data (triangles), and test data
(circles) of (a) the randomly initialized ANN and (b) the fine-tuned ANN,
showing the fine-tuned ANN accurately modeling GIDL.

TABLE I
KNOWLEDGE TRANSFERED ANN VS. RANDOMLY INITIALIZED ANN

Random
Initialization

Transfer
Learning

Meta
Learning

Pretraining Time N/A 646 sec. 17 hours
Adaptation Time

(per W, L, T) 538 sec. 186 sec. 1 sec.

Relative Linear Error (%) 22.9 4.3 2.3
Relative Log Error (%) 1.56 0.40 0.11

While transfer learning transfers knowledge of a selected
W, L, T dataset of the source device, with meta learning,
we aim to build a machinery which effectively passes broad
knowledge of all W, L, T datasets of the source device. In
meta learning, the ANN learns to learn by performing several
learning episodes with diverse W, L, T datasets as described
in Fig. 2. After meta training is completed, the ANN quickly
leverages the information from limited data of any W, L, T
of the target device to instantiate accurate predictions on large
test data. We also apply MetaFun techniques [3] to capture
subtle interactions between data points.

III. EXPERIMENTS

To test the proposed framework, 45 nm and 32 nm technol-
ogy node MOSFETs [4] are used as source and target devices,
respectively. Data for experiments are generated by SPICE
simulations. We validate our methodology by comparing it to
the case where the ANN is randomly initialized and trained
solely on the limited data of the target device.

In Fig. 3, in contrast to the randomly initialized ANN,
the fine-tuned ANN successfully predicts gate-induced drain
leakage (GIDL) current by using previously learned physical
knowledge. Similarly, in Fig. 4, the meta trained ANN predicts
I-V characteristics more accurately for up to two differentia-
tions compared to the randomly initialized ANN, without any
pre-imposed conditions on derivatives.

Table I compares computational costs and test errors for all
three ANN training methods. During pretraining, one W, L,
T dataset is used for transfer learning, and 240 such datasets
are used for meta learning, with a long training time. For
adaptation to the target device data, 52 W, L, T datasets are
used for all methods. The meta trained ANN shows the lowest
average test errors with the shortest adaptation time.

In Fig. 5, the test results for matching electric parameters
such as IDLIN, IDSAT, VTH, and GIDL current are shown for
each ANN training method. The meta trained ANN captures
the electric parameters for any W, L, T in a much more stable

Fig. 4. ID-VGS and second derivative of ID-VGS ANN predictions (lines),
training data (triangles), and test data (circles) of the randomly initialized
ANN [(a) and (b), respectively], and of the meta trained ANN [(c) and (d),
respectively], showing the meta trained ANN achieving significantly better
fitting compared to the randomly initialized ANN.

Fig. 5. Comparison of relative linear errors for fitting (a) IDLIN and (b)
IDSAT, (c) VTH differences, and (d) log errors for fitting GIDL current by
ANN predictions for three methods, showing improved model accuracy for
knowledge transfer methods compared to random initialization. For target
device data, we select 108 well-balanced W, L, T datasets and reduce the
available data for each W, L, T by nearly 36 percent compared to Fig. 1 (a).

and accurate way compared to the randomly initialized ANN.
The fine-tuned ANN shows good performance, but its limit
lies on higher variance.

IV. CONCLUSION

We develop a novel framework for neural compact modeling
by applying advanced knowledge transfer techniques. The
resulting model learns the device physics underlying widely
available planar MOSFET data, and uses that knowledge to
predict physically consistent I-V characteristics for any W,
L, T of a target device with excellent accuracy, even if the
available data of that device are limited.
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Abstract
Parameter extraction of compact transistor models is an ex-
pensive process, heavily relying on engineering knowledge
and experience. To automate such a process, we propose
a novel approach, Graph-based Compact Model (GCM),
that integrates physical modeling and data-driven learning.
GCM utilizes Graph Neural Networks (GNNs) to estab-
lish the model structure, while retaining the physicality in
compact models. We implement our GCM in Verilog-A
to support circuit simulations. As demonstrated with an
academic 7nm FinFET PDK [1], the new approach auto-
matically generates a GCM model within a minute, and
achieves excellent accuracy and efficiency in SPICE.
Introduction
To capture the complexity of device physics, an increasing
number of model parameters have to be introduced, posing
enormous challenges in parameter extraction and simula-
tion efficiency. Artificial neural networks were able to fit
transistor behaviors [2]. Without explicit physical mean-
ing, such ANNs impede model scalability and efficiency.

Recently GNNs were proposed to model dynamic sys-
tems [3]. GNNs describe each physical component as the
graph node, and their interactions as edges. Based on
GNNs, we introduce our new method, GCM, for compact
transistor modeling. For key physical parameters, they
are captured by non-linear models and embedded into the
graph nodes. For many other fitting parameters, they are
replaced by neural networks to connect the nodes together.
Parameter extraction, i.e., training of GCM, is data driven
through back propagation, with appropriate constraints on
physical parameters to improve the robustness.
GCM Model Development
The new method of GCM converts a conventional model
into a set of nodes for key physical parameters, and con-
nects them into a directional graph. Fig. 1(a) presents
the graph structure to model a transistor, with nodes for
selected physical parameters and edges for their relation-
ships. Similar as other compact transistor models, GCM
receives the input features as an vector (e.g., voltages, ge-
ometries, etc.), and predicts the output features (e.g., 𝐼ds
and its derivatives).

There are two basic operations in GCM, aggregation
and transformation. The aggregation step computes the
node value from the input vector or its nearest neighbors,
depending the graph structure. The transformation step ap-
plies the update function to generate a new value for each
node and the output vector. The update function can be
physical equations, if the physics is clear, or neural net-
works for fitting. We keep as many nonlinear relations as
possible in GCM to minimize the model size.

To demonstrate GCM, we start from a long-channel
surface-potential based model of FinFET [4]. 𝛽𝑆 and 𝛽𝐷
are the intermediate nodes which are solved after applying
boundary conditions to the Poisson’s equation. Δ𝜙 is a
node for the work-function difference. Moreover, for the
short channel effects (SCEs), we add certain nodes, such
as 𝑛 for sub-threshold slope. Similarly, Δ𝑉th is a node for
the change in threshold voltage, 𝑀𝑜𝑐 is for channel length
modulation (CLM), 𝑀𝑢 is for the effective mobility, and
𝑉dsat is for the drain saturation voltage, etc. Overall, the
nodes preserve important physics for the FinFET transistor.

Fig. 1(b) presents an example of GCM feature transfor-
mation for the node 𝑛, which is a combination of physical
equations and a multi-layer perceptron (MLP) to fit the 𝑉ds
dependency. As 𝑛Leff has a specific dependence on the
channel length (𝐿eff) [5], we adopt the compact model to
keep the physicality and minimize model fitting.

Fig. 2 shows a two-phase training procedure for ef-
ficient extraction of the GCM model, balancing multiple
objectives in the loss function. In Phase 1, we use 𝐼ds-𝑉gs
data to train the model, with 𝐺𝑚 in the loss function to
improve the accuracy. GCM extracts 𝑉ds independent pa-
rameters in this phase. In Phase 2, we freeze the learned
parameters in Phase 1 and extract 𝑉ds dependent parame-
ters. We use IV data generated from a BSIM-CMG based
FinFET model at 7nm [1] to train the GCM model. Fig.
3 validates main electrical characteristics of the n-FinFET
and p-FinFET between the BSIM-CMG model and GCM.
The GCM model accurately captures the drain current and
it’s derivatives for both n-FinFET and p-FinFET.

Fig. 4 illustrates the training curves for several GCM
model parameters. For the 7nm FinFET, GCM has 113
parameters and extracts all model parameters in 31.33 sec-
onds. This is significantly faster than the conventional
extraction process, which usually takes hours to days.
Fig. 5 demonstrates circuit simulation with GCM through
Verilog-A. GCM achieves similar accuracy as BSIM, with
shorter simulation time in SPICE.
Conclusion
We propose a novel graph-based compact model which is
physical and efficient in parameter extraction. The graph
structure preserves key physical models, supports auto-
matic learning from data, and is flexible to incorporate
more advanced effects (e.g., cryogenic effects).
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Neural Compact Modeling of MOSFETs
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Abstract—With scaling, physics-based analytical MOSFET com-
pact models are getting more complex, and the number of fitting
parameters has increased immensely. Parameter extraction based
on measured or simulated data consumes a significant time in
the compact model generation process. We present a Mixture-of-
Experts approach to neural compact modeling that can reduce
the compact model generation time while being robust enough to
be applicable to upcoming future CMOS technology. Our results
show that the proposed method is 30.6% more parameter-efficient
and achieves higher accuracy using fewer data when compared to
conventional neural compact modeling.

Index Terms—neural compact model, mixture-of-experts, artifi-
cial neural network, MOSFET

I. INTRODUCTION

Compact modeling acts as a bridge between device fabri-
cation and circuit design. It has two main goals: computa-
tional efficiency and accuracy. Conventionally, to achieve such
contradicting goals, analytical approximations and empirical
fitting parameters have been used. Threshold voltage-based
models had issues in harmonic distortion analysis which took a
considerable time for surface-potential-based models to solve
[2]. Since the conventional compact models are technology
dependent, it could take years to develop new models for
upcoming devices. Hence, there is an immediate need for
fast and efficient compact model generation. Our approach to
dwell past this obstacle is artificial neural network (ANN)-
based compact modeling, or neural compact modeling; however,
Simple “black-box” neural compact models are computationally
inefficient, non-robust, and require a large dataset to work on.

Our proposed Mixture-of-Experts (MoE) offsets the above
limitations by sub-categorizing the problem into different oper-
ation regimes and solving each regime using a dedicated expert
ANN. In this article, we apply the MoE approach to neural
compact modeling based on the fact that the MOSFET charac-
teristics can be segregated into sub-regions which share similar
physical properties.We also analyze the parameter-efficiency
and the accuracy of our MoE model over the conventional
neural compact model.

II. MIXTURE-OF-EXPERTS FOR NEURAL COMPACT
MODELING

The Mixture-of-Experts is based on the divide and conquer
principle, which was first introduced in [1]. The MoE works
on the idea that the whole input space can be partitioned into
smaller regimes of distinct characteristics. For accurate MOS-
FET modeling, all its sub-characteristics such as gate-induced
drain leakage, short-channel effect, etc. need to be modeled.
Using a single large ANN to model them is challenging. Thus,
we address this problem by partitioning the input domain and
assigning specialized local models for each partition.

The entire network consists of three-level mixture of experts
as shown in Figure 1. At each level, the outputs of the expert
networks are provided with importance weights by their gating
network. Note that all these processes are trained automatically
in an end-to-end manner with a mean-squared-error loss func-
tion. The gating network learns to assign larger weight to the

Fig. 1: Mixture-of-Experts based neural compact modeling. The
gating network categorizes the input vector and assigns weights
to the output of each expert network. The weighted sum of the
outputs is passed on to the next level.

more appropriate expert based on the input vector to improve
the performance of the entire network and the experts gradually
learn to focus more on their own specialized characteristic
regions for efficient training. In our experiments, all experts and
gating networks are simple feed-forward neural networks, where
the output of gating networks is softmax assigning mixing
weights to each expert.

We denote gk(x)i and eki (x) as the output of the gating
network and the output of the i-th expert network at the k-
th level for a given input vector x, respectively. The final
embedding vector fk(x) at each level is the linearly weighted
sum of each expert’s output, expressed as follows:

fk(x) =

N∑

i=1

gk(x)ie
k
i (x) (1)

where N is the number of experts at the same level and∑
i g

k(x)i = 1.
The final embedding vector is passed on to the next gating

network where different experts take control for a different input
regime.

III. EXPERIMENTS AND RESULTS

Our dataset was generated from the SPICE simulation of
45nm PTM HP modelcard [3]. In our discussion, ek1(x) is de-
noted by blue, and ek2(x) by red. Intermediate shades represent
a mix of both experts.

A. WLT Gating

At the WLT gating network, gate width (W), gate length
(L), and temperature (T) characteristics were sub-categorized
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(a) (b)

Fig. 2: Representation of categorized regions: (a) W vs L and
(b) VTH vs L for short and long gate length regimes

by the experts and modeled. e11(x) expertised in short-channel
effects while e12(x) took over long channels as seen from Figure
2a. Figure 2b shows threshold voltage (VTH ) vs varying gate
length where the decreased short-channel VTH was modeled
primarily by e11(x) while the long-channel VTH was modeled
by e12(x). The reverse narrow-width effect was negligible and,
thus, a separate expert was not required.

B. VGS Gating

Fig. 3: Categorized ID-VGS regions: ID ∝ exp(VGS) in OFF
region, and ID ∝ VGS in ON region

The embedding vector from the WLT gate was combined
with VGS and VBS to create the input vector for the VGS gating
network. e21(x) was designed to take VGS as an input to model
the approximately linear or quadratic VGS dependence of ID in
the ON-state, while e22(x)was designed to take exp(VGS) as the
input to model the exponential VGS dependence of ID in the
sub-threshold region (figure 3). The transition region exhibited
a smooth continuous change in prioritizing the expert based on
the operation region.

C. VDS Gating

Fig. 4: Categorized ID-VDS regions: ID ∝ exp(VDS) in the
cut-off region, ID ∝ VDS in the linear region, and ID is weakly
dependent on VDS in the saturation region

The final ID was predicted by the gating network and the
experts which were in control of VDS regions, i.e., cut-off,
linear, or saturation region. While ID in the cut-off and the
saturation regions do not heavily depend on VDS , the secondary
effects introduce a VDS dependency. While the leakage current
in the cut-off region shows a exp(VDS) dependency, channel
length modulation, drain-induced barrier lowering, and substrate
current induced body effect in the saturation region depend
on VDS . Hence, the gating network assigned e31(x) to model
the cut-off region, e32(x) to model the linear region, while the
saturation region was modeled by both the experts (Figure 4).

In our method, the choice of gating decisions was continuous
rather than discrete. Any changes of physical phenomena, i.e.
the linear/saturation regions in the transistor, were not strictly
partitioned, but underwent a continuous transition. Therefore, if
two experts respectively controlled the linear and the saturation
regions, we designed the gating network to be able to contin-
uously mix the two experts rather than discretely select one of
them.

IV. PERFORMANCE COMPARISON

(a) (b)

Fig. 5: Comparison of test accuracy as a function of (a) the
number of training data with the similar model capacity, (b)
the number of parameters on the same W, L, T dataset

Figure 5 shows that, with a similar number of parame-
ters (Ntotal), the MoE consistently achieved higher accuracy
compared to the simple ANN with a wide range of training
data size. Also, the MoE required 30.6% less parameters on
average to achieve a similar accuracy as the simple ANN.
Fewer parameters in a neural compact model not only result
in decreased SPICE computation time, but also achieve higher
accuracy when data is limited by better generalization.

V. CONCLUSION

In this paper, we propose a novel MoE structure for neural
compact modeling which utilizes the fact that MOSFETs have
distinct characteristics for each input region. A parameter-
efficient neural compact model is demonstrated using the MoE
structure where we have light-weight experts specialized in each
region rather than a single large neural network that has to
learn the entire input region. We show that the proposed MoE
architecture was more parameter-efficient and achieved higher
accuracy using fewer data .
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Quantum Element Method for Multi-Dimensional Nanostructures Enabled by a Projection-based 

Learning Algorithm 
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The solution of the Schrödinger equation in nanostructures is desired in many scientific and engineering 

applications including materials, medicines, electronics, photonics, [1-8] etc. Such solutions are often 

computationally intensive, especially when a high accuracy and a fine resolution are needed. This work continues 

the investigation presented at SISPAD-2021 on an effective quantum simulation methodology for electron wave 

functions (WFs) in multi-dimensional nanostructures [9]. The methodology was developed based on proper 

orthogonal decomposition (POD) [10,11] that was applied to project the Schrödinger equation from a 

nanostructure onto a functional space represented by a finite set of basis functions (or POD modes). The approach 

is enabled by a learning algorithm via WF data to significantly reduce the degrees of freedom (DoF). Two different 

projections were studied in the previous work [9], including an individual projection of the WF from each quantum 

state (QS) and a global projection of the WFs from all selected QSs. The global model appears to be superior to 

the individual one and offers a very efficient approach to predict the WFs in a 2D quantum dot (QD) structure 

with a high accuracy [8]. The training to generate the POD modes however requires WF solution data in the 

nanostructure collected from direct numerical simulations (DNSs) of the Schrödinger equation. For a large-scale 

multi-dimensional nanostructure, the intensive computing effort to train the POD modes may be prohibitive.  

In this work, the POD simulation methodology, together with the quantum element method (QEM), that was 

studied for 1D quantum wells [12], is extended to multi-element structures to improve effectiveness of the training 

and simulation of large-scale multi-dimensional nanostructures. Using the QEM, building blocks (or generic 

elements) can be trained and stored in a database for further design/simulation of large nanostructures. Such an 

approach also empowers effective parallel computing. To enforce the thermal continuity at element interfaces, the 

discontinuous Galerkin (DG) method [13,14] is applied. The formulation for the QEM is briefly presented below. 

The POD QEM generates the modes 𝜂  from solution data (the WF 𝜑 in our case) in each element by 

maximizing the mean square inner product of 𝜂 and 𝜑 [9,10]. This leads to an eigenvalue problem of a 2-point 

correlation matrix,  

∫ ⟨𝜑(𝐫) ⊗ 𝜑(𝐫)⟩ 𝜂(𝐫′)𝑑Ω′ = 𝜆 𝜂(𝐫),
Ω′

(1) 

where ⊗ is a tensor operator,  is the eigenvalue and the brackets indicate an average over many sets of WF data 

accounting for variations of potential and boundary conditions (BCs). 𝜑 in each element is given as, 

𝜑 (𝐫) = ∑ 𝑎𝑗(𝑡)

𝑀

𝑗=1

𝜂𝑗(𝐫), (2) 

where M is the selected number of modes for the solution and 𝑎𝑗(𝑡) is the coefficient for the jth mode. To solve 

𝑎𝑗, the Schrödinger equation of each element is projected onto a POD space, and a Hamiltonian equation of a 

multi-element structure for 𝑎𝑝,𝑖 (the pth element projected along the ith mode) can be written as 

∑ (𝑇𝜂𝑝,𝑖𝑗 + 𝑈𝜂𝑝,𝑖𝑗) 𝑎𝑝,𝑗

𝑀𝑝

𝑗=1

+ ∑ ∑ 𝐵𝑝,𝑝𝑞,𝑖𝑗𝑎𝑝,𝑗

𝑀𝑝

𝑗=1

𝑁𝑒𝑙

𝑞=1,𝑞≠𝑝

+ ∑ ∑ 𝐵𝑝𝑞,𝑖𝑗𝑎𝑞,𝑗 = 𝐸

𝑀𝑞

𝑗=1

𝑎𝑝,𝑖

𝑁𝑒𝑙

𝑞=1,𝑞≠𝑝

, (3) 

where Nel is the total number of elements, Mp and Mq are the selected numbers of modes in the pth and qth elements 

and the matrix entries of interior kinetic energy 𝑇𝜂𝑝,𝑖𝑗 , potential energy 𝑈𝜂𝑝,𝑖𝑗, boundary kinetic energies 𝐵𝑝,𝑝𝑞,𝑖𝑗 

and 𝐵𝑝𝑞,𝑖𝑗 will be given in the extended conference paper.  

 
Fig.1.  (a) A 4-element structure for demonstration of QEM and (b) two 9-element structures for WF data collection. 

The multi-element POD methodology is demonstrated below in a GaAs/InAs QD structure displayed in Fig. 

1(a), where the effective mass in GaAs 𝑚𝐺𝑎𝐴𝑠
∗ = 0.067𝑚𝑜 and in InAs 𝑚𝐼𝑛𝐴𝑠

∗ = 0.023𝑚𝑜 and the band offset Δ𝐸 =

0.544eV. To demonstrate the model construction for the QEM, the structure is first partitioned into 4 subdomains 

(or elements), E1-E4, shown in Fig. 1(a). DNSs of the Schrödinger equation using a finite difference method for 

2 training structures given in Fig. 1(b) are performed to collect WFs in the first 6 QSs for each of 4 elements that 

are placed in 4 corners of each training structure.  2 groups of orthogonal electric fields in x and y directions are 
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applied in DNSs, where 6 fields are applied in each direction, varying evenly between −20kV/cm and +20kV/cm. 

Including the unbiased simulation, the number of WF data samples from 2 structures for the training for each 

element with 6 QSs in both directions is equal to (6  2 + 1)  6  2 = 156. The method of snapshots [15-17] is 

applied to (1) to generate the eigenvalues and POD modes that are then used to evaluate the coefficients in (3).  

 For demonstration, an electric field of 10�̂� − 15�̂� is applied to the 4-element domain in Fig. 1(a). The least 

square (LS) errors of the WFs in QSs 1-8 predicted by the POD-QEM, as functions of the number of modes per 

element, are shown in Fig. 2. The LS error near or below 1% can be achieved in QS 1 with just 2 modes, in QS 2 

with 5 modes, in QS 3 with 11 modes, in QS 4 with 10 modes and in QS 6 with 13 modes. In QS 5, the LS error 

with 10 modes reaches 1.2%. Even for the untrained 7th and 8th states, the LS errors as low as 1.31% and 1.68% 

are observed when using 13 and 19 modes, respectively, and their errors decline gradually as more modes are 

added. Contours of |𝜑|2 in QSs 4, 6, 7 and 8 derived from the QEM and DNSs are compared in Fig. 3. The 

comparison of eigenenergies in QSs 1-8 derived from both approaches are also listed on Table I. These results 

reveal the accurate prediction of the WFs and eigenenergies by the QEM even for the untrained QSs. 

  
The WFs in QSs 4, 6, 7 and 8 along the paths in x and y directions 

indicated by the red dashed lines in Fig. 3 are illustrated in Fig. 4, where the 

WFs from the QEM and DNS are nearly on top of each other once the LS 

error of the QEM is near or below 2%. For example, in QS 4 an evident 

deviation in the QEM is observed with 4 modes. Once 7 modes are used, the 

LS error reduces to 1.16% and WFs from both approaches nearly overlap. 

Similarly in QS 6, WFs are indistinguishable in Fig. 4 from both approach 

when a 2% LS error is achieved with 8 modes. It should be noted that, when 

a small number of modes is used, a thermal discontinuity appears at the 

element interface located at x = 44 nm or y = 44 nm. As more modes are 

included, the DG method effectively minimizes the thermal discontinuity. 

 
Fig. 4.  WFs in QSs 4, 6, 7 and 8 along the paths indicated by the red dashed lines in x and y directions in Fig. 3.  

This study demonstrates the effectiveness of the QEM for 2D nanostructure with a reduction in DoF by 4 

orders of magnitude. It should be noted that the accuracy of the QEM strongly depends on the quality of the 

collected data, which is influenced by the training structure, numerical settings, the accuracy of the DNSs used 

for collecting the WF solution data, etc. Accuracy and efficiency of the QEM are also affected by the thermal 

discontinuity at the element interfaces, which can be improved by selecting an appropriate range of the penalty 

factor in the DG method [13,14]. These issues will be further investigated in the extended paper. 

 
Fig. 2.  Least square error in each QS as a 

function of the number of POD mode. 

 
Fig. 3.  Contours of |𝜑|2 in QSs 4, 6, 7 and 8. Top row is from the 

QEM and the bottom on from DNS. 

Table I  Eigenenergy (eV) derived 
from QEM and DNS 
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Abstract – Motivation and Achievement 

GaN is becoming a mainstream semiconductor for RF 

and power applications, with total market size of over $1 

billion [1]. Vertical GaN devices, such as vertical GaN di-

ode, have been widely regarded as one of the most promis-

ing candidates for next-generation higher-voltage, high-

power applications [2][3]. Due to its wide bandgap 

(3.4eV), the breakdown field of GaN is 10 times more than 

that of Si. A GaN diode is expected to have more than 1450 

times better Baliga’s Figure-of-Merit than Si [2]. However, 

this is only possible if the diode has a proper edge termina-

tion design, such as with guard rings [4] and/or junction 

termination extension (JTE) [5], which requires a lot of do-

main expertise and prolonged simulation time due to the 

huge design space. 

In this paper, two methodologies are used to speed up 

the maximization of the breakdown voltage (BV) of a ver-

tical GaN diode that has a theoretical maximum BV of 

~2100V. Firstly, we demonstrated a 5X faster accurate 

simulation method in Technology Computer-Aided-De-

sign (TCAD). This allows us to find 4X more numbers of 

high BV (>1400V) designs at a given simulation time. Sec-

ondly, a machine learning (ML) model is developed using 

TCAD-generated data and used as a surrogate model for 

differential evolution optimization. It can inverse design an 

out-of-the-training-range structure with BV as high as 

1805V (85% of the ideal case) compared to ~1100V de-

signed with human domain expertise. 

 

Simulation Setup 

TCAD Sentaurus is used for structure creation and de-

vice simulation [6]. Fig. 1 shows an example of the simu-

lation structure. Guard rings are added next to the anode 

for edge termination. The drift region is 10m with 1016cm-

3 n-type doping of silicon. The anode and the guard rings 

are p-type and doped with 1019cm-3 magnesium. Fermi-Di-

rac statistics, incomplete ionization, high-field mobility 

saturation, and impact ionization are turned on using the 

calibrated parameter values in [7]. To maximize the BV, 5 

design variables are used. The variables are the space (S) 

between the guard rings, the width (W) of the guard rings, 

the depth (D) of the guard rings, the number (N) of the 

guard rings, and the standard deviation () of the guard 

ring junction. Fig. 2 shows the BV of an ideal 1D structure 

of about 2100V which represents the theoretical limit. The 

current is scaled by assuming the third dimension is 1mm. 

Using human expertise by experimenting with S, W, D, and 

N, the highest BV obtained is ~1100V. 

 

BV Maximization through TCAD Searching 

We then generate various devices using TCAD by ran-

domly creating structures with 𝑆 ∈ [0.25,5] , 𝑊 ∈
[0.25,5], 𝐷 ∈ [0.01,1], 𝑁 ∈ [0,32], and 𝜎 ∈ [0.01,0.1] all 

in m except 𝑁 which is unitless. 300 structures were sim-

ulated and the total simulation time is about 3 days on 30 

cores. Only 1 structure is found to have BV > 1400V (Fig. 

2) using this random TCAD searching method.  

 

Rapid BV Simulation 

It is desirable to find an accurate and fast simulation 

setup to speed up the TCAD searching speed. Such a setup 

 
 

Figure 1: A simulation structure examplar of the vertical GaN 

diode used in this study. Guard ring number (N) = 7 is used as 

an example. 4 of the design variables (S, W, D, N) are 

highlighted. The standard deviation, , of the junction gradient 

is not shown. 

 
 

Figure 2: BV curves of selected designs. The third dimension of 

the 2D structures is set to 1mm. The parentheses contain the 

values corresponding to S(m), W(m), D(m), N and (m).  

 
 

Figure 3: Relationship between the full model BV (with impact 

ionization) and the fast model BV (without impact ionization 

and measured at maximum E-field = 3.3MeV/cm). The fitted 

slope is 0.623. 
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can also be used to generate enough data for machine learn-

ing (ML). Various BV simulation simplification schemes 

such as removing incomplete ionization model, not solving 

hole continuity equations, using ionization integral 

method, etc. have been tested. Among them, it is found that 

only removing impact ionization and measuring the peak 

electric field at 3.3MeV/cm (fast model) provides a signif-

icant speedup and accurate solutions. Fig. 3 shows the re-

lationship between the BV obtained using the fast model 

and the full model which can be modeled as a linear rela-

tionship well. Fig. 4 shows the distribution of simulation 

time of the two models. The speedup can be as much as 24 

times and on average, the speedup is 5 times. Moreover, 

among the 300 simulations, 91% converge using the fast 

model and only 62% converge with the full model. The fast 

model is then used to generate thousands of structures in 3 

days and 4 structures are found to have BV > 1400V. 

 

BV Maximization by ML-enabled Surrogate Model 

Even though the fast model can speed up the simulation 

by 5X, it still cannot find a design with higher BV. An ML 

model is thus developed to correlate the 5 design parame-

ters to a set of full model BV. A neural network (NN) with 

1 input layer, 2 hidden layers (each has 50 hidden nodes 

followed by batch normalization), and 1 output layer is 

used (Fig. 5). 70%, 15%, and 15% of the data are used for 

training, testing, and validation, respectively. R2’s are all 

larger than 92%. The trained machine is then used as a sur-

rogate model for the differential evolution algorithm to de-

sign the guard ring based on any given BV. This is 

achieved by minimizing |𝑓(𝑆,𝑊,𝐷,𝑁, 𝜎) − 𝑉𝑡𝑎𝑟𝑔𝑒𝑡| , 

where 𝑓  is the output of the ML surrogate model and 

𝑉𝑡𝑎𝑟𝑔𝑒𝑡 is the target BV. 𝑉𝑡𝑎𝑟𝑔𝑒𝑡 from 1000V to 2000V are 

then fed into the differential evolution algorithm to inverse 

design the diode for the given 𝑉𝑡𝑎𝑟𝑔𝑒𝑡 . For example, for 

𝑉𝑡𝑎𝑟𝑔𝑒𝑡 = 2000V, it is deduced that 𝑆 = 1.2,𝑊 =

4.16, 𝐷 = 0.5, 𝑁 = 29, 𝜎 = 0.1 should be used. The corre-

sponding TCAD structures are then constructed and simu-

lated with the full model. Fig. 6 shows that the algorithm 

can inverse design the device pretty well and most of the 

BV meets the target within ±15%. Particularly, it can 

achieve BV = 1805V for 𝑉𝑡𝑎𝑟𝑔𝑒𝑡= 2000V, much higher 

than its training data (Fig. 2). This is ~85% of the ideal 

value. Each of the optimizations takes only ~30mins on a 

laptop. 

 

Conclusions 

We proposed a new TCAD setup that has a 5X faster 

speed and 2X better convergence for GaN diode BV simu-

lation and has a linear correlation to the full model BV. 

This allows the finding of 4X more designs with high BV 

(>1400V). To further explore the design with higher BV, a 

NN is built as the surrogate model and, by using differen-

tial evolution, a design with BV as high as 1805V is dis-

covered. 
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Figure 4: Comparison of the simulation time using the full and 

fast models. Each point represents one simulated structure. The 

red line is y = x. 

 
 

Figure 5: NN used as a surrogate model for differential 

evolution algorithm to design guard rings for a target BV. 

 
 

Figure 6: TCAD simulation BV for the inverse designed 

structures predicted by differential evolution. The red lines are 

the ±15% boundaries of the expected value (blue line). 
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Abstract—An integrated hierarchical modeling flow for 

fast analysis and prototyping of 2D material-based field-

effect transistors (FETs) is presented. Advanced transport 

simulators using ab initio atomistic density functional 

theory (DFT) and continuum effective mass non-

equilibrium Green’s Functions (NEGF) consistently 

provide TCAD tools with device material and component 

parameters and reference curves for physical model 

selection and calibration. We validate each step of the 

hierarchical flow, and we show that the simulations 

performed with the resulting TCAD setup accurately 

predict 2D-FETs device characteristics. 

I. INTRODUCTION 

2D-FETs fabricated with transition metal dichalcogenide 
(TMD) materials are promising candidates to replace silicon 
technology at 15 nm channel length and below [1]. However, 
2D material technology is still facing several challenges, such 
as forming good source/drain contacts to TMDs [2] and 
variability issues [3]. The design of short-channel 2D-FETs 
requires the investigation of atomic-scale phenomena and the 
accurate analysis of quantum-mechanical effects. At the same 
time, the traditional drift-diffusion model (DD) model used in 
TCAD is infused with more rigorous approaches to maintain 
accuracy, while still affording the fast turnaround time and 
flexibility required by modern development in the 
semiconductor industry [4]. 

In this work, we present a hierarchical modeling simulation 
tool, integrated in Sentaurus Materials Workbench tool of 
QuantumATK software package by Synopsys [5], for fast 
analysis and prototyping of 2D-FETs. It allows to investigate 
the impact on device characteristics of different channel 
materials, number of channel monolayers (ML), source/drain 
contact material and orientation, device doping and geometry.  

II. SIMULATION METHOD 

 A detailed scheme of the implemented method is shown 

in Fig.1. As a first step, atomistic DFT calculation of the 

chosen 2D material is performed with QuantumATK. The 

material parameters extracted from the results are given as 

input to Sentaurus Device QTX (indicated with QTX below) 

[6] to simulate device characteristics using a continuum 

effective mass (EM) NEGF transport model. 2D ballistic EM 

NEGF simulations run in a few minutes. The calculated curves 

are used as reference for the calibration of quantum-corrected 

carrier density, ballistic mobility and source-to-drain 

tunneling models in Sentaurus Device [7]. The device 

component parameters extracted from QuantumATK, that is, 

the source/drain Schottky barriers, are instead given as input 

directly to the Schottky contact model in Sentaurus Device. 

The resulting calibrated model setup can be used for TCAD 

design of short-channel 2D-FETs.  

III. RESULTS AND DISCUSSION 

In Fig.2, an example of monolayer (1ML) MoS2 DFT band 
structure is reported. The k-space is scanned for minima and 

the effective mass parameters are automatically extracted by 
fitting the local band structure. 

In order to extract layer thickness and permittivity of the 
2D material to be used in continuum models, we implemented 
a methodology that first extracts the layer thickness from the 
projected average ab initio electron density. The corresponding 
dielectric constant is found by matching the Hartree Difference 
Potential (HDP) of a continuum dielectric region with the 
extracted thickness to ab initio model. An example is shown in 
Fig. 3. The Schottky barrier height (SBH) formed between 
channel and source/drain contacts is extracted from the 
calculation of the projected bands of the TMD-metal atomic 
system (Fig.4).  

In Fig. 5, 2D-FETs ballistic Id-Vg curves calculated with 
EM NEGF and full-band atomistic DFT NEGF are compared. 
EM NEGF tends to overestimate the current due to narrow 
bandwidth of TMDs. We implemented a solution that uses the 
finite bandwidth extracted from DFT calculation as cut-off for 
the density of states (DOS) in EM NEGF simulations. A good 
match between EM NEGF and DFT NEGF Id-Vg 
characteristics is obtained with the finite bandwidth correction, 
which validates the first step of the model hierarchy. 

The Sentaurus Device setup for carrier density used to 
reproduce QTX characteristics includes a multi-valley 
description, 2D DOS model and the density gradient (DG) 
model, to account for quantum confinement in the device 
cross-section. The DG parameters are calibrated as function of 
the number of MLs. In Fig. 6, the Sentaurus Device density 
profile for MoS2 1ML and 2ML are compared to the 
corresponding QTX curves. As a result of the accurate density 
profile calibration, the C-V characteristics of Sentaurus Device 
and QTX are in good agreement, as illustrated in Fig. 7.  

An automatic calibration of the parameters of the ballistic 
mobility model and the source-drain tunneling model is 
performed to match the QTX linear and saturation Id-Vg 
characteristics for different channel lengths down to 5 nm. 
Some results are reported in Fig. 8, together with density and 
velocity profiles along the channel. Sentaurus Device well 
reproduces QTX characteristics, which validates the second 
step of the hierarchical model. 

 The hierarchical approach has been tested on different 
combinations of TMD materials, number of MLs and 
source/drain metals. The fully automatized parameter 
extraction and calibration flow runs in a few hours. 

Finally, the calibrated Sentaurus Device TCAD setup has 
been tested by comparing the simulation results with 
measurements from the literature. An example is illustrated in 
Fig.9, where we simulated the 10 nm channel 2D-FET from 
[8]. 

IV. REFERENCES 

[1] K. P. O’Brien at al., IEDM 2021. [2] Terry Y.T. Hung et al., IEDM 
2020. [3] Q. Smets et al. IEDM 2020. [4] M. Stettler et., IEDM 2019. [5] 
QuantumATK version T-2022.03, Synopsys QuantumATK 
(https://www.synopsys.com/silicon/quantumatk.html). [6] Sentaurus™ 
Device QTX User Guide, Version T-2022.03. [7] Sentaurus™ Device User 
Guide, Version T-2022.03. [8] C. D. English et al, IEDM 2016.  
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Fig. 6. Comparison between electron density 
profiles in a device cross-section as a function of 

the gate voltage calculated with EM NEGF (QTX) 

and DD (Sentaurus Device) with density gradient. 

 
 

Fig. 1. Schematic of the two-step hierarchical modeling approach 

implemented in Sentaurus Materials Workbench, with the details 

of the parameter exchanges.  

 
Fig. 2. DFT band structure of monolayer MoS2. 

The effective mass parameters are extracted for 

each valley minima along the two free directions. 

       

 
Fig. 3. Top: Hartree Difference Potential of ab 

initio model (black solid line) and continuum 
model (red dashed line) for MoS2 1ML. Bottom: 

ab initio electron density for the layer thickness 
extraction. 

 

Fig. 4. Simulated atomistic 2ML MoS2-Nickel 

system. The Schottky barrier height (SBH) is 
extracted from the fat band structure as the 

distance between the Fermi energy and the 

lowest energy conduction band with significant 

projection weight. SBH results for different 

TMD-metal systems are reported. Metals are 

(100) oriented. 

 

Fig. 5. Id-Vg curves for two different channel lengths calculated 
with atomistic full-band NEGF (symbols) and continuum EM 

NEGF (lines) with and without accounting for the finite 

bandwidth correction. The simulated structure is also shown (for 

the continuum case the atomistic channel is replaced by a 

continuum region). 

 

Fig. 7 Cg-Vg curves for three different channels (1ML 

and 2ML MoS2 and 1ML WS2) calculated with EM 

NEGF (symbols) and DD (lines) with and without 

accounting for the density gradient correction. 

 

Fig. 8. Top: Id-Vg curves at Vd=0.7 V for three 
different channel lengths of 1ML WS2 calculated with 

EM NEGF (symbols) and DD (lines). Bottom: 

inversion charge and velocity profiles along the 

channel. 

 

 

Fig. 9. TCAD Id-Vg simulation results compared 

with the experimental curves from [8]. Bottom: 

device parameters used in the simulation. 
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Modeling of SiC Transistor with Counter-doped Channel  
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Abstract: In this paper, we present a modeling framework to simulate the electrical characteristics of SiC MOSFET. Our model also describes 

the mobility improvement with counter doping in channel. Our analyses show improved drive current and degraded/lower threshold voltage 

with a counter-doped channel. To this end, we investigate the impact of varying the doping concentrations of the counter-doped region and the 

underlying p-well for optimum device performance.   

 

Introduction: Field-effect transistors built on 4H Silicon Carbide (4H-SiC) are widely used for high-power applications owing to their high 

breakdown voltage, thermal conductivity, and ability to form native silicon dioxide [1]. However, performance of these devices is considerably 

affected by the presence of high density of interface traps (Dit) at the gate-oxide/SiC interface [2], which lowers the field-effect mobility and 

increases on-resistance. In this work, we present a TCAD-based methodology to simulate the electrical characteristics of n-channel SiC 

MOSFETs and investigate the impact of channel counter-doping [3] as a viable option to counteract the adverse impact of Dit. Our results show 

that the channel counter-doping improves the electron mobility and the device drive-strength, but at the cost of loss/lowering of the threshold 

voltage (VT). Finally, we present a comparison of drive current gain and VT loss for different concentrations of the counter-doped region to 

achieve the best possible scenario for practical applications. 

 

Device Description: The baseline SiC device-under-study (Fig. 1) has a channel length of 10 µm with an oxide thickness of 50 nm. The 

source/drain (S/D) regions are implanted with nitrogen (N) with a peak active doping concentration of 1e19 cm-3, while the p-well has a peak 

aluminum (Al) concentration of 1e18 cm-3. The process modeling is performed in close alignment with experimental setup to facilitate accurate 

model calibration. A box-shaped counter-doped region with 1e17 cm-3 N concentration is added to the channel to study its impact on the device 

performance.  

 

Simulation: The electrical simulations are performed using drift-diffusion models for electron transport [3]. Due to the high Dit concentration 

at the gate oxide-SiC interface, remote Coulomb scattering with interface charges/trap has a significant impact on the mobility degradation of 

carriers and has been taken into account. Process flow for the model calibration has been detailed in Fig. 1 (right). As shown in Fig. 2, a uniform 

Dit distribution is considered in the mid-band region and the concentration is calibrated to match the measured sub-threshold slope (SS). 

Calibration for the above-threshold region is performed using a combination of the mobility model parameters and the Dit concentration near 

the conduction band edge, where an exponential Dit distribution is assumed following literature reports [2]. Finally, the Dit concentration is 

fine-tuned to match the conductance peak in the G-V characteristics and the C-V is used as final calibration check. Our analyses show that 

surface roughness scattering is a dominant mechanism, along with high Dit concentration at the channel interface, that degrades electron 

mobility in SiC channels.  We also present two methods to extract the mobility, as shown below, and compare the results: 

 
Eq. 1 uses the device transfer characteristics to extract mobility, while Eq. 2 calculates a weighted average (weighted against the electron 

density) of the electron mobility distribution, obtained from TCAD simulations at each bias point, through middle of the channel. 

 

Results and Discussion:  The baseline device characteristics in Fig. 4 show close calibration between our SiC model and experimental data. 

The calibrated Dit profile and concentration aligns well with published data [2]. The mobility values obtained from our simulation, highlighted 

in Fig. 5, are in close alignment with the low channel-mobility values reported in literature for SiC transistors [4][5], validating the significance 

of our modeling framework. Our analysis shows that scattering with surface roughness, along with the high D it density, at the oxide-SiC 

interface is the dominant factor causing mobility degradation in these SiC devices. Counter-doping the channel leads to drive current and 

mobility improvement. However, our results show that an important factor for consideration is the extent of depletion of the counter-doped 

(CD) region by the underlying p-well. A fully depleted CD region, as a consequence of relatively high p-well doping (similar p-well 

concentration as our baseline device), leads to a 70% improvement in the drive current (Fig. 6). A combined increase in electron mobility (Fig. 

7(a)) as well as a wider conduction path (Fig. 7(b)) accounts for the higher drive current. However, high peaks in mobility above 200 cm2/V.s, 

as reported in literature [2][4] for CD channels, are achieved only if the CD region is not fully depleted by the underlying p-well, leading to 

the formation of a buried channel. This is achieved in Fig. 8(a) by reducing the peak p-well doping by an order of magnitude and the formation 

of a buried channel is observed in Fig. 8(b). However, the resulting 8x increase in drive current is accompanied by a significant loss in the 

threshold voltage (VT), as reported in Fig 6, essentially creating an “Always On” device. On the other hand, the VT loss associated with a fully 

depleted CD channel can be recovered by tuning the doping profiles and transistor design. Fig. 9 shows that by varying the concentration of 

the CD region, we can achieve an optimized device design with good drive-strength combined with acceptable VT loss. It can be seen from 

Fig. 9(a) that, for as low as 0.5V VT loss, a decent 10% improvement in drive current can be obtained by a lower 2e16 cm-3 CD concentration. 

Fig. 9(b) also shows that, even at low CD concentrations, the device with low p-well doping and buried channel exhibits significant VT loss, 

rendering it unfavorable for practical applications. 

 

Conclusion:  We present a TCAD model, validated with experimental data and published literature, to simulate the electrical behavior of the 

SiC planar MOSFET. Our results show that channel counter-doping indeed improves electron mobility by screening the negative impact of Dit 

and provides a wider conduction path, leading to improved device drive-strength at the expense of VT loss. The doping concentration of the 

CD channel can be varied to achieve the most optimum scenario with good current gain for an acceptable VT loss. We also highlight that the 

p-well doping level should be high enough so that the CD region is almost fully depleted. Alternatively, a buried channel formation can lead 

to very high mobility and current gains but at an unrecoverable loss of gate control. 
 

References: [1] L. Kimoto et al., Jpn. J. Appl. Phys. 54, 040103 )2015); [2] T. Doi et al, Jpn. J. Appl. Phys. 61, 021007 (2022); [3] Synopsys TCAD Suite, 

Version 2021.06; [4] K. Ariyoshi et al., Appl. Phys. Lett. 106, 103506 (2015); [5] D. Okamoto et al., IEEE Elec. Dev. Lett. 31, 710 (2010). 
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Fig. 4: Final Model calibration vs. experimental data for (a) transfer characteristics,
(b) Conductance vs. Vg, and (c) C-V. The transfer characteristics were used to
calibrate mid-band and band-edge Dit. The G-V was used to fine-tune the final Dit

concentration. Final model calibration check using C-V

Fig. 2: Flow-chart of model
calibration for SiC nMOS

Fig. 8: (a) Channel counter-doping (CD) impact on
electron mobility for partially depleted (low p-well
doping) CD region. (b) Increase in channel width and
formation of buried channel. High peaks in mobility
only observed when buried channel is formed

(a) (b)

Fig. 3: Dit profile used to calibrate model.
Peak Dit concentration aligns with
published data [3].

Fig. 5: (a) Electron mobility distribution, and (b)
Mobility vs Vg, in baseline device, along with
comparison between different mobility extraction
methods.

(c)

(a) (b)

(a) (b)

Fig. 6: Channel counter-doped (CD) with 1e17 cm-3 N till a depth of 200 nm. I-V
comparison between baseline device (no CD region), devices with partially depleted CD
region, and fully-depleted CD regions. CD channel provides current gain but at the
expense of VT loss/lowering. Gate control loss with partially depleted CD region due to
very low VT

Fig. 9: Varying CD concentration for achieving optimum conditions with (a) fully-
depleted CD region and (b) partially-depleted CD region. Drive current
improvement with minimal or acceptable VT loss can be obtained with the fully-
depleted channel. VT loss in the partially-depleted CD channel case is irrecoverable
even after lowering the counter-doping concentration, rendering the design
unfavorable for practical application.

Fig. 1: Schematic of baseline SiC nMOS (left) and
important device dimensions (right)

Fig. 7: (a) Channel counter-doping (CD) impact
on electron mobility for fully-depleted CD
region. (b) Width of conduction channel
increases but no buried channel formation

(a) (b)

(b)(a)
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Towards a DFT-based layered model for TCAD
simulations of MoS2

L. Donetti, C. Marquez, C. Navarro, C. Medina-Bailon, J. L. Padilla, C. Sampedro, F. Gamiz
Departamento de Electronica and CITIC, Universidad de Granada, Granada, Spain.

Abstract—In this work, we employ the results of atomistic
DFT calculation to extract useful parameters for the simulation
of few-layers MoS2 structures with traditional TCAD tools. In
particular we focus on the charge distribution, which allows us
to obtain a layered model for the dielectric constant, and on the
effective densities of states in the conduction and valence bands,
taking into account the full 2D density of states.

I. INTRODUCTION

The layered structure of 2D semiconductors such as MoS2

presents several challenges for their accurate simulation em-
ploying standard TCAD tools. Apart from the need of
thickness-specific material parameters, descriptions based on
bulk parameters cannot reproduce accurately the layered spa-
tial charge distribution and the 2D density of states. Therefore,
even if the properties of MoS2 are being successfully studied
through ab-initio atomistic methods, it is not straightforward
to include this knowledge in classical TCAD tools. In this
paper, we model the layered structure of MoS2 through a
stack of semiconductor layers separated by insulating layers
representing the Van der Waals (VdW) gaps [1] with material
parameters extracted directly from Density Functional Theory
(DFT) calculation. In particular, we obtain a layered dielectric
model through the analysis of charge distribution in mono-
and few-layer structures with an applied out-of-plane electric
field, and extract layer-dependent Nc and Nv values from the
calculation of the full Density Of States (DOS).

II. DFT CALCULATIONS

DFT calculations are performed with QuantumATK (version
S-2021.06) [2], employing its LCAO calculator with GGA
exchange/correlation, PBE functional, Grimme DFT-D2 VdW
correction. Spin-orbit interaction is included to obtain a bet-
ter description of the band structure near the valence band
maximum. We consider few-layer MoS2 structures with a
number of layers, N , between 1 and 10. We compute the
density of states for each structure in equilibrium, to obtain
the DOS. Then, we apply an electric field perpendicular to
the semiconductor layers by forcing a potential difference
between the boundaries of the simulation cell. For the biased
structures, we compute the induced electron density difference
∆n, and the electrostatic potential difference ∆V , taking in-
plane averages as a function of the out-of-plane position z.

III. LAYERED MODEL

Some examples of the results of the calculations with an
applied bias are shown in figure 1. The behavior of the total
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/Å

)
−20 −10 0 10 20

z (Å)
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Fig. 1. Excess electron density ∆n (a,c) and electric field E (b,d) for mono-
layer (a–b) and 4-layer (c–d) MoS2 with 2 V bias. In (a) and (c), closed and
open circles represent the z positions of Mo and S atoms, respectively.
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Fig. 2. Layered model for MoS2. The interlayer distance, d = 6.115 Å, is
equal to half of bulk MoS2 c lattice constant.

charge density and the dipole moment density in each layer
as a function of the external electric field suggests a layered
dielectric model, where MoS2 layers are separated by VdW
gaps with a different dielectric constant, as the one shown in
figure 2. By fitting the DFT results, the two dielectric constants
and the thickness of the different layers can be extracted [3].
The results suggest that the thickness of the external layers is
different from that of the internal ones and also that an empty
gap is needed to “fill” the thickness of the multilayer structure,
computed as a multiple of the interlayer distance [3].

It is not straightforward to model the DOS of 2D materials
through the usual 3D expressions involving the effective mass
because of several reasons. First of all, it must be taken into
account that the position of the conduction band maxima and
valence band minima in k space vary with the number of
layers, N , and also the corresponding curvature which defines
the effective mass can change. Then, even assuming that the
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Fig. 3. DOS of different MoS2 structures with different number of layers.

material parameters can vary with N , the DOS of 2D bands
presents a functional dependence on energy which is different
from the one for 3D materials. As an example, in figure 3
we show the DOS of mono- and some few- layers structure.
In each case, the DOS is approximately constant near the
extrema of each band and discrete steps can be observed when
the minimum (or maximum) of a different band is reached.
Therefore, the usual expressions of the effective densities of
states Nc and Nv proportional to the m3/2

DOS (where mDOS is
the DOS effective mass) do not hold for 2D materials. To
overcome this problem, we compute the effective DOS in the
conduction band, Nc,2D, with the following expression, which
takes into account the whole DOS:

Nc,2D =

∫ ∞

Ec

g(E) exp
(
(E − Ec)/kT

)
dE (1)

where Ec is the conduction band minumum, g(E) is the DOS,
k is boltzmann constant, T the absolute temperature and non-
degenerate statistics is assumed. The results of equation (1)
and an analogous one for Nv,2D are shown in figure 4(a).
The jump between mono-layer and bi-layer is due to the
difference in the position of band extrema (for N = 1 the
band gap is direct at the K point and it becomes indirect
for N ≥ 2 [4]) and the increase for larger N is caused
by the fact that the following bands get closer in energy to
the first one. However, this increase is much smaller than
the volume increase due to the larger number of layers: the
corresponding 3D parameters obtained taking into account
the total semiconductor thickness of the different layered
structures shows a pronounced decrease as N increases, as
shown in figure 4(b).

To check the implementation of the layered model, we
simulated with Sentaurus TCAD [5] the capacitance of
metal/oxide/semiconductor structures composed by a 1 nm
SiO2 layer and MoS2 with different number of layers (inset in
figure 5) with the parameters extracted in the previous sections.
In figure 5, we show the simulated capacitance compared to
the one obtained for similar structures where MoS2 layers are
substituted by a uniform material with averaged parameters.
At zero bias, the results obtained with the layered and uniform
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Fig. 4. 2D (a) and 3D (b) effective DOS of MoS2 structures as a function
of the number of layers N .
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Fig. 5. Capacitance obtained with TCAD simulations of the structure depicted
in the inset, for the layered (solid lines) and uniform (dashed lines) models
for different number of layers N . The oxide capacitance Cox is shown as a
reference.

models are the same, while the results differ for large positive
and negative values of the applied voltage.

IV. CONCLUSIONS

Employing DFT simulations, we extracted dielectric con-
stants and effective DOS in the conduction and valence bands
for the implementation of a layered MoS2 model to be
employed in TCAD simulations.
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INTRODUCTION 

The accurate estimation of spectroscopic measurement -

semiconductor CD relationships with the machine learning is 

crucial as the semiconductor structure becomes complex and 

length scale shrinks. However, in an industrial field, the 

experimental data is few including noise because 

measurement of the CD, which requires electron microscopy 

such as transmission electron microscopy (TEM), is time- and 

cost-consuming process, while the spectrum can be relatively 

easily measured from optical measurement such as 

ellipsometry [1]. In this paper, we propose an end-to-end two-

step PGNN algorithm, which uses simulation-based model to 

train experimental data. In the first step, we train broad 

simulation data and construct solid physical model describing 

general spectrum-CD relationship. In the second step, we 

train the experimental model whose loss function is guided by 

physics obtained from the first step. The proposed algorithms 

can avoid overfitting induced by small-sample and provide 

higher prediction accuracy beyond other benchmark 

algorithms.  

 

METHODS 

Table 1 shows the details of six in-line datasets. Each dataset 

corresponds to the different CD from sequential fabrication 

process and contains pairs of ellipsometry spectrum (x) and CD 

(y). Train and test datasets contain experimental measurements, 

which are obtained from different lots. We additionally use 

simulation data, which calculates spectrum from 3D 

semiconductor virtual structure via rigorous coupled-wave 

analysis. 

Fig. 1 shows the schematic of the proposed PGNN model. 

The model is composed with two sub-models, 𝑓(∙) and 𝑔(∙), 

which train the simulation and experimental data respectively. 

Two sub-model structures are same and composed with 1D 

convolutional layers, flatten layer and fully-connected layers. 

The 1D convolutional layers are used to obtain spectrum 

representation, and the fully-connected layers act as a classifier. 

At first, 𝑓(∙)  is trained with the simulation data. Then 

weights of 𝑓(∙) 1D convolutional layers are transferred to the 

model 𝑔(∙) and are frozen. At last, 𝑔(∙) is trained with physics-

guided loss function [3] as follows 
𝐿𝑔(∙) = 𝐿MSE + 𝐿PHYS 

     =  MSE(𝑦pred, 𝑦) + ∑ ReLU (𝑔(𝑥𝑖) − 𝑔(𝑥𝑗))𝑓(𝑥𝑖)<𝑓(𝑥𝑗)   

where ReLU(∙) denotes rectified linear unit function. The 𝐿MSE 

represents typical empirical loss while the 𝐿PHYS  represents 

regularization loss guided by physics from the 𝑓(∙) . 𝐿PHYS 

directly guides to regularize 𝑔(∙)  to follow spectrum-CD 

relationship defined from 𝑓(∙). 

For comparison, we compare our model against three 

baselines: PLS, Ridge, and NN, which use only empirical loss 

𝐿MSE for training 𝑔(∙). PLS and Ridge convert fully-connected 

layer of 𝑔(∙) to the linear models, partial least squares and 

ridge regressor respectively. 

 

RESULTS AND CONCOLUSION 

Fig. 2 visualizes true and predicted spectrum-CD 

relationships of DATA6. Spectrum features are reduced by 

principal component analysis (PCA) and CDs are represented 

by colors. Fig. 2 shows that the simulation data covers broad 

spectrum range while the experiment data can cover only 

narrow space. PGNN algorithm can predict spectrum-CD 

relationships broadly. However, the ridge algorithm without 

physics regularizer 𝐿PHYS  only can predict narrow regions 

around experimental data. 

Table 2 lists the RMSE of each algorithm on the train and 

the test dataset. Table 2 shows that the PGNN outperforms for 

all test datasets except DATA2, which shows similar RMSE. 

PLS, Ridge and NN perform better on train datasets, which 

indicates they are not generalized for unseen spectrum data and 

suffered from overfitting. The average RMSE of PGNN is 2.22 

nm, which is improved 51 % relative with baseline algorithms. 

Fig. 3 shows the prediction results of PGNN and Ridge, where 

X and Y axes indicate the predicted and true CDs, respectively. 

As shown in the Fig .3, PGNN shows significant improvements 

in the prediction accuracies. 

We test the robustness of the PGNN model by varying the 

data quality. We add the noise to the CDs of train dataset. The 

noise is controlled by the Noise Scale × 𝑁(0, 12) , where 

Noise Scale is defined to be the percentage ratio of CD average 

and 𝑁(0, 12) is standard normal distribution. Fig. 4 shows the 

RMSEs of all algorithms as a function of an additive noise 

level. Only PGNN maintains relatively good performance 

regardless of varying data quality. Fig. 5 shows the ∆RMSE, 

which is defined by the difference of maximum and minimum 

RMSE with the label noise data. Because PGNN is robust 

against external noise, it shows smallest ∆RMSE value. Our 

work indicate that the PGNN can be used safely in the in-line 

semiconductor manufacturing process where the internal and 

external fabrication condition varies continuously due to its 

accuracy and robustness. 
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 DATA1 DATA2 DATA3 DATA4 DATA5 DATA6 

Train#  12 12 293 15 9 9 

Avg.  213.89 257.23 28.77 130.39 29.12 84.01 

Std. 11.07 13.7 3.11 10.19 2.33 7.9 

Test # 18 18 123 6 10 14 

Avg.  222.32 254.76 26.83 130.59 33.42 79.29 

Std.  9.56 10.9 2.16 7.17 1.38 4.47 

Sim. # 1906 1906 1988 1988 1988 1988 

Avg. 221.30 254.67 30.19 103.40 28.99 64.19 

Std.  11.55 18.22 11.89 27.91 4.21 25.67 

Table 1. Details of prepared six benchmark datasets. 
 Train Set RMSE (nm) 

PLS Ridge NN PGNN 

DATA1 0.583 0.591 0.654 2.183 

DATA2 1.13 0.369 1.085 2.585 

DATA3 0.987 0.983 0.982 1.155 

DATA4 1.03 1.031 1.029 1.39 

DATA5 0.478 0.501 0.487 0.269 

DATA6 0.407 0.407 0.408 0.335 

 Test Set RMSE (nm) 

PLS Ridge NN PGNN 

DATA1 5.911 9.105 6.610 3.073 

DATA2 3.442 3.141 3.162 3.155 

DATA3 3.329 3.340 3.500 1.847 

DATA4 3.099 3.095 2.954 2.461 

DATA5 4.245 2.384 4.302 1.647 

DATA6 6.241 6.292 6.325 1.138 

Table 2. RMSE performance comparison of each algorithm on the 

train and test datasets. Boldface represents the best performance 

model. 

 

Figure 1. An overview of the proposed PGNN architecture schematic. 

 
Figure 2. True and predicted spectrum - CD relationships of DATA6. 

Spectrums are decomposed by PCA algorithms and CDs are 

represented by colors. 

 
 

Figure 3. Prediction results of Ridge and PGNN on the train (yellow 

dot) and test (blue) datasets. The X and Y axes represent the predicted 

and true CD values, respectively. 

 
Figure 4. RMSE of algorithms as a function of the Gaussian label 

noise scale added to the train data 

 
Figure 5. ∆RMSE, which is defined by the difference of maximum 

and minimum RMSE with the label noise data shown in Fig. 4, of 

algorithms. 
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Abstract—The use of machine learning (ML) interatomic potentials
as part of device simulations has received a lot of interest in recent
years, motivated by their high accuracy at low computational costs.
However, these potentials have a tendency to overfit, which threatens
their transferability. This work proposes a systematic solution to
this problem, by augmenting these potentials with a set of simpler
machine learning models. The versatility of the proposed solution is
demonstrated by developing a machine learning force field for amor-
phous silicon dioxide (a-SiO2), exhibiting a significant improvement in
transferability, at only a moderate increase in computational costs.

I. INTRODUCTION

With the increasing necessity of including atomistic calculations
into simulation workflows for nanoelectronic devices, the interest
in machine learning (ML) interatomic potentials as an alternative
to more expensive ab initio methods like density functional theory
(DFT) has arisen. This trend is further aided by readily available
software packages giving easy access to ML potentials [1–4].
However, the development of transferable ML interatomic potentials
remains a topic of active research in this field. One of the main
obstacles which weakens the transferability of these potentials is
overfitting, an undesired statistical phenomena on which ML models
present a high accuracy on training data, but perform poorly in real
applications.
In this work, a systematic solution to mitigate the effects of
overfitting is proposed by combining several independent instances
of the established Gaussian approximation potential (GAP) [5], a
type of kernel-based model successfully used in previous interatomic
potential developments [6–8]. This model assumes that similar local
atomic configurations give similar contributions to the total potential
energy. It estimates the potential energy of a given atomic configu-
ration by comparing it to those provided in a training dataset. This
model and its typical implementation in ML interatomic potentials
are depicted in Fig. 1. Instead of building an interatomic potential
as a single highly-complex ML model, we propose to also include
simpler models, which are less likely to suffer from overfitting. We
will demonstrate our proposed framework by building a potential
for amorphous silicon dioxide (a-SiO2).

II. METHODOLOGY

In a traditional ML potential, the total potential energy of a
given atomic system is approximated by a sum of local energy
contributions from every atom, computed by a single ML model [9],

Etotal =

Atoms∑

i

Ei(di),

where di is a local descriptor for the environment of the i-th atom
and Ei is its local contribution to the total potential energy. We
propose to build a potential which computes these local energy
contributions as a composite set of multiple ML models, i.e.,

Ei =

Models∑

j

Ej
i (d

j
i ),

where j runs over all ML models composing the final potential.
Each of these models can be based on different local descriptors,
allowing for varying degrees of complexity. In this work we build
an interatomic potential for a-SiO2 composed of a simple auxiliary
potential, which represents the basic physics by pairwise short-range
interactions, as shown in Fig. 1(c), and a more complex main model
responsible for giving accurate results for the system of interest,

Ei = Emain
i (dmain

i ) + Eaux
i (daux

i )

In our implementation, both potentials are realized as GAPs. The
auxiliary potential uses a simple two-body descriptor [3], whereas
the main potential employs the more sophisticated smooth overlap
of atomic positions (SOAP) [10] descriptor. The auxiliary potential
was trained on a set of 3000 diatomic configurations (Si-Si, Si-O and
O-O) with interatomic distances ranging from 0.50 to 5.00 Å. The
training dataset for the main GAP was created by running molecular
dynamics (MD), according to the melt-and-quench technique [11]
within the LAMMPS engine [12]. A defect-free 216-atoms SiO2
system was melted at 5000 K and subsequently quenched to 300 K,
using the classical force-field ReaxFF [13] with a time-step of
0.25 ps. The process is depicted in Fig. 2. The resulting trajectory
was sequentially sub-sampled to a training dataset of 1500 atomic
configurations, for which the energies were calculated with DFT,
using the PBE functional [14] in the CP2K software package [15].
The main potential was trained on the residual between the DFT
energies and the predictions of the auxiliary model for the configura-
tions in this dataset. The training was performed using the software
package QUIPPY [3]. The two-body descriptor for the short-range
auxiliary GAP was defined using rSiSicut = 1.60 Å, rSiOcut = 1.10 Å
and rOO

cut = 0.80 Å, while the SOAP descriptor for the main GAP
was constructed with nmax = 6, lmax = 6 and rSOAP

cut = 4.0 Å.

III. RESULTS AND DISCUSSION

Following the traditional approach, a single GAP was trained
on the dataset used to train the main ML model of our pro-
posed composite potential. This single potential and our composite
potential were evaluated by computing the potential energies in
a testing dataset of 1000 a-SiO2 structures, yielding a similar
energy accuracy of roughly 5 meV/Atom, as shown in Fig. 3.
However, when running an MD with these potentials, as shown
in Fig. 4, the structures produced by the traditional model suffer
from unphysical atomic cluster formations, as is apparent from the
radial density functions (RDFs). In contrast, our composite potential
shows excellent agreement with the DFT reference structure. The
reason for this is that training datasets built by running MD rarely
contain short-range interatomic interactions, as they are high in
energy and therefore unlikely to be present in the MD trajectory.
This prevents the traditional ML potential from learning that short
interatomic distances correspond to high energies, resulting in the
unphysical clustering seen in the MD results. Since this information
is explicitly included in the auxiliary potential, our approach is much
more robust while also retaining a high accuracy, with only little
computational overhead (roughly 5%).
To validate the transferability of our composite ML potential, the
vibrational density of states (VDOS) for one of the resulting a-
SiO2 structures was computed and validated against DFT results, as
shown in Fig. 5(a). The results are remarkably similar, considering
that the ML potential was only trained on energies but not atomic
forces. We further tested our potential by performing MD calcula-
tions for systems 10-times the size of the training dataset structures,
as shown in Fig. 5(b), where no unphysical behavior is present.

IV. CONCLUSIONS

ML models are a powerful tool for developing highly accurate
interatomic potentials. However, when underlying physical mecha-
nisms are not explicitly taken into account, their transferability is in
question. In our proposed approach, the ML potential is augmented
by a set of simpler ML models. Results show that this significantly
reduces the unphysical behavior when facing unexplored atomic
environments, at a moderate increase in the computational costs.
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Fig. 1: (a) Schematic of a GAP, a ML model which computes the
potential energy of a given atomic configuration as the weighted
sum over the similarity measurements between the given atomic
configuration and those in a training dataset. The similarities
are measured by a kernel. Training this model is equivalent to
finding the optimal weight values (α1, α2, ..., αn). (b) Workflows
for a traditional potential built with this ML model (left) and our
proposed composite interatomic potential (right). (c) Schematic of
the proposed composite potential, augmenting the main potential
with an auxiliary potential.

Fig. 2: Initial dataset for training and testing the main ML
potential, created using the melt-and-quench technique and the
ReaxFF force field. The MD begins with a crystalline SiO2
structure, which is melted up to 5000 K and thereafter quenched
back to 300 K. Once the dataset is created, the energies are
recalculated on a subset using DFT. Blue: Crystalline phase (C).
Red: Liquid phase (L). Green: Amorphous phase (A).

Fig. 3: Testing the potential energy accuracy for the traditional
(red) and the composite (blue) ML potentials against DFT. The
results show a high accuracy for both potentials and virtually no
difference between them. An example of the atomic structures
used for testing is shown in the bottom-right sub-panel.

Fig. 4: Panel comparing our proposed framework results with those
of a traditional ML interatomic potential, built as a single GAP.
Both potentials were used to run the same MD, as specified in (a).
Two of the resulting structures when using our proposed approach
are presented in (b). Resulting structures from using the traditional
ML potential are presented in (c) and (d), together with examples
for unphysical behavior found in them. The RDFs for one of the
structures built with our approach and one built with the traditional
ML potential are presented in (e), together with the reference from
the training dataset. As it can be seen, the composite potential
performs much better when compared against the DFT reference.

Fig. 5: Transferability tests for our proposed composite ML poten-
tial. (a) Computing the VDOS and comparing it to DFT results.
The good match is remarkable, considering that the potential was
not trained on forces. (b) Using the potential to create an a-SiO2
structure 10 times the size of those used in the training dataset. No
unphysical clustering is present.
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Surrogate models for device design using sample efficient Deep Learning 
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Abstract 
Generation of training dataset for machine learning-

based device design algorithms, is expensive. To take 

care of this, sampling techniques using active 

learning are proposed in this work. Their efficiency 

is demonstrated through a DNN-based LDMOSFET 

off-state breakdown voltage (BVDS,off) and specific on 

resistance (Rsp) predictor. Results show a ~50% 

reduction in dataset size without compromising the 

accuracy. Particularly, I-QBC and DI-GS work best 

with ~1.87% ENPE. 

Introduction 
TCAD tools, which solve the physical equations at 

set mesh points, have been developed and used over 

the years to reduce the device design time and cost. 

However, the computational time for devices with a 

large number of mesh points is more (e.g. for high 

electric field simulations in the prediction of BVDS,off 

of LDMOSFETs). To tackle such bottlenecks, data 

driven surrogate models which mimic TCAD are 

being developed [1-3]. Popularly, DNNs trained 

using supervised learning (labeled samples from the 

input feature space) are used. The prediction accuracy 

of these models improves as the dataset size 

increases. As generating a large dataset is not always 

feasible, developing surrogate models for complex 

devices with a large number of input features is also 

difficult.  

Active learning, a technique of choosing the best 

samples from a pool such that the accuracy of the 

surrogate model improves, was proposed by Dongrui 

Wu [4]. Three criteria were suggested to choose the 

samples- Informativeness (I), Representativeness (R) 

and Diversity (D). In this work, 8 different sampling 

techniques which promise to reduce the training 

dataset size are developed: I-GS (Informative Greedy 

Sampling), I-QBC (Informative Query by 

Committee), DI-GS (Diverse I-GS), DI-QBC 

(Diverse I-QBC), R-GS (Representative GS), R-QBC 

(Representative QBC), DR-GS (Diverse R-GS) and 

DR-QBC (Diverse R-QBC).  

Methodology 
Fig.1a shows an LDMOSFET structure. With the 

prior experience of TCAD based design approach, 7 

design parameters and their ranges (mentioned in 

Table I) are chosen as input feature space. These 

parameters along with the output variables (BVDS,off 

& Rsp) form the surrogate model shown in Fig. 1b. 

Euclidean Norm of the Prediction Error (ENPE) is 

chosen as the accuracy FoM and is plotted for a 

separately generated test dataset of 300 Latin 

Hypercube Samples (LHS).   

𝑃. 𝐸. (%) = 100 × |(𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)/𝐴𝑐𝑡𝑢𝑎𝑙| 

𝐸𝑁𝑃𝐸 (%) = √𝑃. 𝐸. 𝐵𝑉𝐷𝑆,𝑜𝑓𝑓
2 + 𝑃. 𝐸. 𝑅𝑠𝑝

2  

To optimize the configuration of DNN based 

predictor (to achieve balance between under fitting 

and over fitting), experiments were performed using 

training dataset of 100 LHS (Fig. 1c). As evident, the 

optimized predictor which provides the minimum 

ENPE, has 3 hidden layers with 64 neurons each. Fig. 

1d shows that with the same predictor, ENPE further 

reduces by increasing the training dataset size and is 

~1.86% for 1100 LHS. Further, to reduce the dataset 

size with the same accuracy, the sample efficient 

algorithm as depicted in Fig. 2, is developed. 

Combining the methods of (I) choosing the base 

samples (B), (II) calculating the Euclidean distance 

of remaining samples, and (III) choosing the most or 

the least distant additional samples (m), we have 

proposed 8 techniques.  

Results and discussion 
The ENPE for all these techniques are extracted by 

performing the experiments on 3 types of datasets 

with different N (pool size), B and m (Fig. 3). ENPE 

reduces as total number of selected samples increases 

and it saturates as the number approaches N. The 

saturation ENPE reduces as N increases (Fig 3a-c and 

Fig 3d-e). The dataset with N=900, B=200 and m=75 

is found to be sufficient to achieve baseline ENPE of 

~1.87%. Specifically, the I-QBC and DI-GS 

techniques work best and provides the same ENPE 

with only 500 training samples. Fig. 4 shows the Rsp-

BVDS,off  tradeoff for the surrogate model trained by 

500 samples chosen using the DI-GS technique. 

Actual and predicted values for the test dataset are in 

good agreement.  

Conclusion 
50% reduction in the training dataset size is achieved 

by the I-QBC and DI-GS sampling techniques. These 

benefits can be leveraged by using surrogate models 

for complex devices and in inverse design.  
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Fig. 1 a) Schematic of the 

LDMOSFET structure showing 

the device design parameters 

(Table I) that affect BVDS,off and 

Rsp. b) The DNN based predictor 

surrogate model. c) ENPE vs. 

number of hidden layers with 

different number of neurons per 

layer plot to choose optimum 

predictor. d) ENPE reduces by 

increasing training dataset size, 

for the chosen optimized 

predictor. The baseline accuracy 

is 1.86% of ENPE for 1100 LHS 

samples w/o active learning.  
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Design parameter Range 

Implant A Dose (D1) 0.8-1.2x1012 cm-2 

Implant A Energy (E1) 160-220 keV 

Implant B Dose (D2) 0.8-1.2x1012 cm-2 

Implant B Energy (E2) 260-320 keV 

Drift length (LD) 1.5-9 µm 

Field plate length (LFP) 0.5-4 µm 

Field plate dielectric 

thickness (tFP) 
0.5-0.8 µm 

Design constraints: E1<E2, LFP<LD/2 

Table I  

 

Fig. 4 The Rsp vs. BVDS,off  

plot of actual and predicted 

values of the test dataset. 

The most efficient DI-GS 

sampling technique with 

total 500 samples is used to 

train the predictor. 

Fig. 3 ENPE of the predictors trained using 8 active learning based sampling techniques 

for 3 different datasets. N, B and m increases from a) to c) and from d) to e). I-QBC and 

DI-GS sampling techniques achieve ~1.87% ENPE with total 500 samples (N=900, 

B=200 and m=75) as compared to 1100 LHS samples w/o active learning. 

 

 

Proposed 8 efficient sampling 

techniques (I x II x III): 
I-GS, I-QBC, DI-GS, DI-QBC, 

 R-GS, R-QBC, DR-GS, DR-QBC 

Fig. 2 Flow chart depicting the efficient sampling algorithm. 8 different sampling techniques are proposed, considering 

the possible the methods of I) choosing B, II) calculating Euclidean distance and III) choosing the distant m samples.  

 

(a) 

(d) 

(b) 

(c) 
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Abstract—Even though multiscale technology computer-

aided design (TCAD) methodology is suitable for effectively 

predicting etching processes and optimizing recipes (RCP), it 

is highly time-consuming. This article demonstrates that our 

deep learning platform called TCAD-augmented Generative 

Adversarial Network can reduce the computational load by 

2,600,000 times. This platform opens up new applications 

such as hot spot detection and mask layout optimization in a 

chip-level area of 3D NAND fabrication. 

I. INTRODUCTION  

In 3D NAND fabrication, new structures and processes 
must be developed to maintain the evolutionary path for z-
scaling, which inevitably leads to a significant increase in 
structural complexity and cost. As such, vertical etching of 
plug holes and word lines is a crucial success factor in 
enhancing manufacturability [1-7]. Although the shape of 
the layout is faithfully transferred on the wafer, the 
difference between mask layout and cross-sectional 
completed etch profile is significant, as shown in Fig. 1 (a). 
Thus, with optical proximity correction (OPC), advanced 
and reliable etch proximity correction (EPC) is required 
during the layout design stage [8]. Recently, 3D feature 
profile simulation using technology computer-aided design 
(TCAD) has been widely applied to predict etching 
processes and optimize RCP, including mask layout design 
[9, 10]. As shown in Fig 1 (b), the proposal of mask layout 
design can be searched to meet process targets using a 
thousand trials of simulation within a few days. However, 
this TCAD based EPC is highly time-consuming; thus, 
simulations over an entire chip is not feasible. Instead, it is 
more feasible to use TCAD to generate finite data sets to 
train deep learning platforms [16]. In other words, using an 
advanced deep learning methodology can dramatically 
reduce the simulation time [17-19]. In this article, for the 
first time, we address TCAD-augmented Generative 
Adversarial Network (TaGAN) for chip-level hot spot 
detection and EPC in the HARC etching. 

II.  TCAD MODELLING 

The multiscale TCAD methodology was used to 
investigate plasma etching profiles, and it comprises three 
parts. In the first stage, the plasma characteristics such as 
the fluxes of ions and neutrals to the wafer and ion energy 
and angle distributions were obtained from the reactor level 
0D global modelling [11-13]. The dependence of HARC 
etching profiles on the plasma characteristics and other 
conditions can be analyzed in the second stage [14]. The last 
is post-processing work related to the time and spatial 
analysis of the profiles. Details of the multiscale TCAD 
methodology have been described in our previous work [15].  

III. TCAD-AUGMENTED DEEP LEARNING MODELLING 

Figure 2 shows the dataset (500×500 nm) used to train 
our deep learning, i.e., TaGAN. Each etching process needs 
its mask layout database, and the domain of an entire chip 
(~mm) layout could be divided into a hundred nm, i.e., cell-
level size, as shown in Fig. 3. Then, we chose different 200 
cases with cell-level sizes from the chip-level layout 
database, and corresponding computational 3D etching 
profiles were obtained using TCAD. Flip and rotation were 
used to train data. In turn, we generated more than 1600 
pairs of the dataset for training. Figure 4 shows the detailed 
structure of the implemented TaGAN model. The overall 
learning structure is similar to the GAN structure. However, 
our model has additional image regression loss, and an 
image is put into the Generator to create a new fake image 
instead of a noise input. The structure of UNet, mainly used 
for segmentation, is used as the Generator after 
modification to enable the image-to-image regression. The 
Discriminator constructed five convolution blocks using the 
structure of DenseNet. DenseNet has a complex structure 
because a dense block makes many skip connections, but 
this structure has good feature extraction performance and 
classification performance [16-25]. 

IV. RESULTS AND DISCUSSION 

Figure 5 shows input mask images and corresponding 
etch profile images among the test sets according to the 
various models. Etching profile predictions of the UNet and 
TaGAN model are similar to the TCAD-only results 
compared with the VAE predictions [26]. Moreover, UNet 
and TaGAN prediction does not overfit training data even 
for small datasets because model architecture has encoder 
and decoder structures with skip connections. Both UNet 
and TaGAN models predict well, but the expressive ability, 
e.g., line edge roughness, is higher in the TaGAN. 
Quantitatively similarity of each deep learning model with 
TCAD-only can be compared using various metrics 
indicators as shown in Table Ⅰ [27-29]. All indicators denote 
that TaGAN predicts the most similar to TCAD-only 
calculation. Figure 6 shows the computational time using 
TCAD-only and TaGAN for the 20 test mask input data. It 
takes 60 to 80 hours through TCAD-only, but the TaGAN 
models only take about 0.1 seconds with the same accuracy. 

V. SUMMARY AND CONCLUSIONS 

Although TCAD methodology has excellent 
interpretability and explainability for etching process 
analysis, it is highly time-consuming because many 
physical and chemical reactions are incorporated into the 
models. For this reason, we demonstrated the deep learning 
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platform called TaGAN and its detailed architecture. 
Incorporating deep learning such as GAN into TCAD 
shows a promising solution for dramatically reducing the 
simulation time. For the first time, more than a hundred 
datasets of 3D etching profiles for various layout designs 
are generated using a well-calibrated physical model for the 
training learning platform. TaGAN demonstrated that it 
could reduce the computational load by 2,600,000 times 
with the same accuracy as TCAD-only, even when the 
actual experimental data are scarce. Its high accuracy of 
similarity with TCAD-only is verified using the various 
similarity metrics. In turn, the simulations for the weak-
point detection, such as not opening and bridging during 
HARC etch processes in an entire chip, can be done within 
a few days. Our TaGAN platform opens up new 
applications such as hot spot detection and masks layout 
optimization in a chip-level area of 3D NAND fabrication.  

Table Ⅰ. Similarity metrics between images generated by TCAD-only and 
by deep learning models such as VAE, UNET, and TaGAN.  

Method RMSE↓ PSNR↑ SSIM↑ MSSSIM↑ FID↓ 

VAE 54.52 13.57 0.6618 0.7232 305.98 

UNet 6.37 32.65 0.9667 0.9842 158.07 

TaGAN 5.51 34.03 0.9689 0.9880 97.04 

 
Fig. 1. (a) Simplified fabrication steps for high stack etchings and their 

cross-sectional etch profiles at the bottom. (b) Optimization example of 
mask layout design using a thousand simulation trials.  

 
Fig. 2. (a) Process steps for high stack etchings and dataset extraction 

position. Dataset examples of cross-sectional (b) mask layout images at 

the top of the structure (input for the train) and (c) their corresponding 
completed etching profiles (output for the train) 

 
Fig. 3. The relative size scale of chip-, block-, and cell-level layouts of 3D 

NAND Memory. 

 
Fig. 4. The schematic diagrams of TCAD-augmented generative 

adversarial network for etching profile prediction. The UNet was used as 
the Generator, and DenseNet was used as the Discriminator of the TaGAN.  

 
Fig. 5. Cross-sectional mask layout (input) at the top of the structure and 

their completed etching profile prediction (output) at the bottom of the 
structure for various methodologies such as TCAD-Only, VAE, UNet, 

and TaGAN.  

 
Fig. 6. Computational time comparison with different methodology in the 

case of 20 different etching profile predictions of 300×300 size (500×500 

nm)  
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Mono-material TMD-based heterostructures for nanoelectronics applications 
 

Farzan Gity 
Low-dimensional Heterogeneous Integration 

Nanoelectronics Materials and Devices, Micro/Nano Systems Centre  
Tyndall National Institute, University College Cork, Ireland 

 

Transition metal dichalcogenide (TMD) based heterostructures can be formed by interfacing two 
different TMDs through vertical stacking in which these TMDs are interacting through weak van der Waals 
(vdW) forces, to circumvent the conventional lattice-mismatch problem. Heterostructures of two 
dissimilar TMDs can be used in device structures with atomically sharp and clean interfaces. TMD-based 
heterostructures allow for exploring new physics and device architectures by utilising different strategies, 
such as combining different TMDs, various crystallographic alignment and stacking sequence [1, 2]. 
Combining monolayers of different TMDs in vertical and lateral geometry allows for manipulating the 
electrical and optical properties of the heterostructure-based devices. 
 

Molybdenum disulfide (MoS2) is the most studied TMD with a wide variety of applications such as field-
effect transistors (FETs), light harvesting devices, chemical sensors, photocatalysts, and flexible 
electronics [3-8]. Bulk MoS2 is semiconducting with an indirect bandgap of 1.2 eV, whereas monolayer 
MoS2 is a direct gap material with a bandgap of 1.8 eV, where the conduction band minimum and the 
valence band maximum are located at the K-point [9, 10]. Tungsten disulfide (WS2) possesses similar 
crystal structure as of MoS2 [11, 12] where monolayer WS2 is also direct semiconductor with bandgap of 
1.97 eV. Both electron and hole effective masses of WS2 are smaller than that of MoS2. AA’ stacking of 
monolayer MoS2 and WS2 creates an indirect bandgap material with larger contribution of WS2 valance 
and MoS2 conduction states (Fig. 1). This is consistent with the scanning tunnelling spectroscopy (STS) 
measurements of MoS2/WS2 heterostructures [13]. 
 

                                                              
 

                
 

Fig. 1. Top: (left) side-view of MoS2 and WS2 monolayers, and (right) top-view of the layers in an AA’ 
stacking configuration. Bottom: (left) band structure, and (right) density of ststes (DoS) of the MoS2/WS2 
heterstructure.  
 
Density functional theory  (DFT) calculations combined with non-equilibrium Green's function (NEGF) 
formalism allows for investigating the charge transport across the junction and for determining the device 
properties of vertical interface of MoS2/WS2 heterostructure as demonstrated in Fig. 2. 

AA’ stacking 
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2
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2
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Fig. 2. MoS2/WS2 vertical heterstructure (top), and its local DoS at equilibrium (bottom).   
 
Semimetal TMDs provide another posibility of heterojunctions. Platinum diselenide (PtSe2) films 
demonstrate distinct thickness-dependent electronic structures and physical properties [14, 15]. 
Although the bulk crystal is a semimetal with an indirect overlap of the conduction and valence bands, 
monolayer PtSe2 has been revealed to be a semiconductor [16]. The possibility of making semimetal 
hetero-junctions with uniform chemical bonding at the interface promises the possibility of fabricating 
ideal Schottky barriers closely mirroring the behaviour of an ideal junction [17, 18]. In this talk, we will 
discuss how mono-material TMD-based heterostructures could be promising for nanoelectronics 
applications. Transfer characteristics of two PtSe2-based heterostructure FETs are presented in Fig. 3. 
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Fig. 3. Transfer characteristic of 
simulated FET devices based on PtSe2 
monomaterial heterstructure. 
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Electron-phonon calculations using a Wannier-based supercell
approach: applications to the monolayer MoS2 mobility

Jonathan Backman, Youseung Lee and Mathieu Luisier
Integrated Systems Laboratory, ETH Zürich, Switzerland

Introduction: Recent advances in density functional
theory (DFT) have enabled the theoretical study
of electron-phonon (el-ph) interactions in various
semiconductors. The developed approaches have been
extended to the calculation of the carrier mobility of these
materials, in particular two-dimensional (2-D) transition
metal dichalcogenide (TMD) monolayers. Indeed 2-D
TMD-based transistors are widely seen as one of the
most promising candidates for future logic switches.
Among them, field-effect transistors (FETs) made of
MoS2 monolayers have been shown to reach high on-state
currents [1]. To better understand the physics behind
carrier transport in MoS2 FETs, we showcase here an
original Wannier-based supercell approach to calculate
the MoS2 mobility and its possible extension towards
realistic device simulations. When deriving the method,
we found that the inclusion of long-range interactions
through an analytic expression of the 2-D Fröhlich [2] has
a negligible effect on the total mobility value of MoS2.
We provide an overview of el-ph-limited MoS2 mobility
values by comparing our results to available modeling data
[3-11], which shows that our results are in good agreement
with the literature [11]. We also put our findings and
the available data, in perspective with the experimentally
measured values.

Method: As shown in Fig. 1(a), the el-ph coupling
elements g(k,q) can be expressed in terms of the
electronic Hamiltonian derivatives with respect to atomic
displacements Q, i.e. dH/dQ. A DFT finite difference
supercell approach can be employed to calculate dH/dQ
on a real-space grid, after the DFT Hamiltonians, obtained
with VASP [12] for a number of atomic displacements,
have been transformed into a localized Wannier basis
[13]. By taking into account the symmetry of the system
and equivalent atoms, the total number of required
displacements can be significantly reduced. Numerical
errors are minimized by averaging over symmetrically
equivalent dH/dQ elements. We also include a correction,
originating from the modified orbital overlaps, to account
for the change in basis functions associated with each
displacement [14]. Symmetry operations are then used to
build a complete set of dH/dQ elements. By construction,
the dH/dQ elements are localized and decay as the
interacting orbitals are located far away from the displaced
atom following the Wannier function properties, as depicted
in Fig. 1(b). The Force Constants obtained from the
displacement calculations, the Hamiltonian, and the dH/dQ
elements can altogether be used to calculate the g(k,q)
elements. Subsequently, transport calculations using the
linearized Boltzmann Transport Equation (LBTE) or device
simulations with the Non-equilibrium Green’s function
(NEGF) formalism and dedicated scattering self-energies
are possible, as illustrated in Fig. 1(c).

Results: The electron and phonon band structures of
monolayer MoS2 are reported in Fig. 2(a). The convergence
results for the g(k,q) corresponding to the longitudinal
optical phonon are also shown, and compared to an
analytical 2-D Fröhlich interaction. Absolute values of
g(k,q) calculated on a q-grid for a fixed k-point at the
conduction band minimum are displayed in Fig. 2(b) for
4 different phonon modes. The mobility calculations are
performed using the iterative LBTE method [6,15] with
the g(k,q) calculated on a 201x201x1 k/q-point grid in the
full Brillouin Zone, including scattering states up to 0.4
eV above the conduction band minimum. The resulting
mobility at different temperatures is plotted as a function
of the carrier density in Fig. 2(c). We note that the
mobility calculations with and without the 2-D Fröhlich
contributions are almost identical (not shown here).

Benchmark Figure 3 summarizes the MoS2

el-ph-limited mobility values extracted from several
ab initio studies and compare them to those obtained in
this work. In spite of numerous reports about the el-ph
carrier mobility of MoS2, no consensus exists about
the ”true” value. Mobilities ranging between 130 and
410 cm2/Vs have been published. Recently, Ref. [10]
suggested that the origin of those scattered values could be
attributed to different pseudopotentials. From our review
of the published data, we see no clear trend between the
reported mobility values and model parameters such as
pseudopotentials, exchange correlation, and perturbation
method i.e. density functional perturbation theory (DFPT)
or frozen phonons (FP). We here note that other scattering
mechanisms, such as surface optical phonon and charged
impurity scattering [15], are also known to have a strong
impact on the experimentally measured mobility of around
40 cm2/Vs [16,17]. Moreover, it is expected that the MoS2

intrinsic mobility without screening effects decreases at
higher carrier concentrations, due to enhanced intervalley
scattering. Based on these observations, the mobility values
presented in this work, including carrier and temperature
dependencies, are compatible with experimental results.

Outlook: With the calculated quantities constructed on
a real space grid, the presented method can be directly
used as input to a NEGF-based quantum transport device
simulator.
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Li. Phys Rev B 92 075405 (2015). [7] T. Gunst et al., Phys Rev B 93,
035414 (2016). [8] T. Sohier, et al., Phys. Rev. Mater. 2, 114010 (2018).
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al., Solid-State Electron. 192, 108295 (2022). [12] G. Kresse et al.r, Phys
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Fig. 1: a) Expressions to calculate the el-ph coupling elements of semiconductors. Here n/m are the orbital indexes, λ(ω) the phonon
mode index (energy), QIν represents the displacement of atom I along the direction v, k/q are the el and ph Bloch vectors, MI is the
displaced ion mass, R is a unit cell lattice vector, gλnm is the el-ph coupling element, fλ

Iv the phonon displacement vector, ∂Hnm
∂QIν

the
dH/dQ elements, S indicates dH/dQ elements with symmetry equivalent interactions, and NS is the number of symmetry operations.
b) Example of dH/dQ vs distance of displaced atom data, illustrating the localized nature of the elements. c) Workflow showing the
different steps of the method to compute the el-ph coupling elements used in the linearized Boltzmann Transport Equation (LBTE)
and in the non-equilibrium Green’s function (NEGF) formalism.

a) b) c)

Fig. 2: a) Electronic band structure (left), phonon dispersion (right top), and Fröhlich el-ph coupling elements (right bottom) along the
k/q-points of high symmetry. The convergence of the long range interaction for different supercell size is compared to an analytical
expression of the 2-D Fröhlich interaction (dashed line). b) Electron-phonon coupling elements calculated on a q-grid for a fixed k-point
at the conduction band minimum for 4 different phonon modes: transverse acoustic (TA), longitudinal acoustic (LA), transverse optical
(TO), and longitudinal optical (LO). c) 2-D MoS2 phonon-limited mobility at different temperatures (100, 200, and 300 K) as a
function of the carrier density.

Mobility [cm2/(Vs)] γ DFT El-Ph Ref.
Intrinsic n = 2e12 1e13 5e13 [cm−2] Bandstructure Matrix Elements

410 400 343 – 1.690 LCAO, LDA FP 3
130 – – – PW (QE), LDA DFPT 4
225 – – – PW (QE), PBE DFPT 5
150 – – – PW (QE), PBE DFPT + LI 6
380 368 340 244 1.349 LCAO, PBE FP (9×9) 7

– – – 144 PW (QE) DFPT + LI 8
– 168 – – 1.378 PW (QE), ONCV-PBE + SOC DFPT + WI 9

147 – – – PW (QE), ONCV-PBE DFPT + WI 10
290 275 244 122 PW (QE) MVDP 11
320 304 251 116 1.582 PW (VASP), PBE FP (9×9) This work

Fig. 3: Comparison between the MoS2 mobility values collected from previous studies and those calculated in this work (marked
with blue). The data is classified as a function of the electron density, from low intrinsic density to high (5e13 cm−2). The
extracted temperature-dependent exponents γ are provided, when available. The corresponding methods for the calculation of the
electronic bandstructure and el-ph matrix elements are also given. Abbreviations: Frozen Phonon (FP), Linear Interpolation (LI),
Wannier Interpolation (WI), Multi-Valley Deformation Potential (MVDP), Linear Combination of Atomic Orbitals (LCAO), Plane-Wave
(PW), Local density approximation (LDA), Perdew-Burke-Ernzerhof (PBE), Spin-Orbit Coupling (SOC), Optimized Norm-Conserving
Vanderbilt (ONCV), Quantum Espresso (QE).
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 Image-Force Barrier Lowering in Top- and Side-contacted 
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Making low-resistance contacts to 2D materials is challenging and the theory behind contacts is not 

well-developed, especially the impact of image-force barrier lowering (IFBL) [1,2]. Recently, we 

calculated the contact resistance in side contacts, accounting for IFBL [3] and showed that using a low-

κ dielectric around the 2D material drastically improves contact resistance. 

In this work, we analyze IFBL for four different metal-dielectric-2D material configurations as 

illustrated in Fig. 1 “a”-“d”. In “a” we model an edge contact (EC) to the transition metal dichalcogenide 

(TMD) assuming the dielectric response of the 2D material is the same as that of the dielectric. In “b”, 

we account for the dielectric response of the 2D material assuming MoS2, in “c” we account for a back-

gate, and in “d” we account for a “top” contact to the TMD. 

For “a” we use the textbook IFBL expression (Eq. (a)). We previously obtained the IFBL for “b” and 

“c” using the method of images yielding a Hankel transform [4] (Eq. (b)-(c)). For the top contact we 

derive the IFBL using the Kontorovich-Lebedev transform which yields Eq (d). The resulting IFBL is 

plotted in Fig. 2. Figure 3 shows the IFBL as a function of distance x from the interface in the center of 

the TMD. “a” has the strongest IFBL, “b” has reduced IFBL for very small x, while “c” has much lower 

IFBL for large x and “d” has even lower IFBL at small x. Figure 4 plots an “effective” dielectric constant 

which lumps in the contributions of the surrounding dielectrics. The “effective” dielectric constant can 

be obtained by considering the IFBL as defined in Eq. (a) in all the geometries and calculating from it 

the dielectric constant as function of x. For configurations “b” and “c”, the “effective” dielectric constant 

approaches 𝜖2D for 𝑥 < 𝑡2D, whereas for “a” it remains close to the dielectric constant of the 

environment. 

To estimate what the impact of the IFBL is on contact resistance, we consider a conventional Schottky 

barrier potential 𝑈S(𝑥) =
𝑒𝑁D

2𝜖
(𝑥 − 𝑥dep)

2
with 𝑥dep = √

2𝜖𝜙s

𝑒𝑁D
. The tunnel barrier accounting for IFBL 

for a Schottky barrier height of 𝜙𝑠 = 0.3 eV and 𝑁D = 1010 cm-2 is illustrated in Fig. 5. We compute 

the current using the WKB and effective mass approximation (𝑚∗ = 0.5𝑚𝑒), and in Fig. 6 we show the 

contact resistance (Eq. (1)) as a function of doping concentration for contacts “a”, “b”, “c” and “d” with 

surrounding SiO2 (𝜖 = 3.9𝜖0). We observe that a resistivity of 1 kΩμm is obtained at a doping of 1012 

cm-2 using side contacts. In Fig 8. we show the contact resistance in case of HfO2 (𝜖 = 25𝜖0) showing 

that 1 kΩμm contacts can be achieved at a doping of 1014 cm-2. We replot the resistivity data for SiO2 in 

Fig. 7 and HfO2 in Fig. 9 now looking at the ratio between the current with and without. We observe 

that while using SiO2 (HfO2), configuration “a” results in an improvement of up to 50 (2.7), “b” up to 

30 (3.6), but the back-gate “c” and the top contact “d” yield smaller improvements of only 15 (3.3) and 

10 (1.6), respectively. 

In conclusion, we find that the improved IFBL in side-contacts “b” combined with SiO2 as dielectric 

can yield contact resistances which are up to 3 times lower compared to top contacts “d”. For a HfO2 

dielectric, the contact resistance of side-contact “c” are 2 times lower than top contact “d”. However, 

contacts with a HfO2 dielectric compared to a SiO2 dielectric show resistances that are up to 10 times 

worse. While back-gating results in a higher Schottky barrier compared to contacts without back-gate, 

at high doping a lower contact resistance can be obtained compared to a top contacted IFBL.  

References: [1] M. Mleczko, et al., Nano Letters 19 (9), 6352-6362 (2019).; [2] Allain, A., Kang, J., Banerjee, K. 

et al. Nature Mater 14, 1195–1205 (2015).; [3] M. Brahma, et al., SISPAD, (2021).; [4] M. Brahma, et al., VLSI-

TSA, (2022).  
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Fig. 5: Potential energy 𝑈(𝑥) = 𝑈S(𝑥) +

𝑈image(𝑥): NI - No image force barrier 

lowering (IFBL), a) - d) with IFBL in various 

geometries. The surrounding dielectric is 

SiO2. 

 

 

Fig. 1: a) Edge contact (EC) – 

homogenous dielectric (hom-D); b) EC – 

heterogeneous D (het-D); c) EC + back 

gate; d) Top contact (TC) – hom-D. 

  

(a) 

 

 

(b) & (c) 

 

(d) 

 

Fig. 2: Image potential energy in the case of 

d). The surrounding dielectric is SiO2. 

 

Fig. 7: Ratio of Schottky resistivity w/o IFBL 

𝜌NI and the resistivity of the various 

geometries 𝜌𝑖; i = a), b), c), d) for a SiO2 

(𝜖 = 3.9𝜖0) surrounding dielectric. 

 

Fig. 4: |4𝜋𝑒−1 ⋅ 4𝑥 ⋅ 𝑈𝑖𝑚𝑎𝑔𝑒(𝑥)|
−1

vs. 𝑥. 

|4𝜋𝑒−1 ⋅ 4𝑥 ⋅ 𝑈𝑖𝑚𝑎𝑔𝑒(𝑥)|
−1

 is the “effective” 

dielectric constant. The surrounding dielectric 

is SiO2 (𝜖 = 3.9𝜖0) while 𝜖2D = 9.8𝜖0. 

 

Fig. 3: Image potential energy of the various 

geometries. The surrounding dielectric is SiO2. 

 

(1) 

 

Fig. 6: Contact resistivity vs. doping 

concentration for a SiO2 (𝜖 = 3.9𝜖0) 

surrounding dielectric: NI - No IFBL, a) - d) 

with IFBL in various geometries. 

 

Fig. 8: Contact resistivity vs. doping 

concentration for a HfO2 (𝜖 = 25𝜖0) 

surrounding dielectric: NI - No IFBL, a) - d) 

with IFBL in various geometries. 

 

Fig. 9: Ratio of Schottky resistivity w/o IFBL 

𝜌NI and the resistivity of the various 

geometries 𝜌𝑖; i = a), b), c), d) for a HfO2 (𝜖 =

25𝜖0) surrounding dielectric. 
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Abstract—Using first-principles calculations and non-
equilibrium Green’s function, we study the topologically 
protected carrier transport in the edges of topological insulator 
ribbons. We investigate the effects of electron-phonon 
interactions on the edge state transport. We observed that in 
topological insulator with small bulk gaps, electron phonon 
scattering results in the bulk states broadening into the bulk 
gap. This leads to the destruction of the dissipationless 
transport. However, if the transport is restricted to the 
protected states, a higher immunity to electron-phonon 
scattering can be achieved. This can lead to the design of 
topological insulator field effect transistors operating based on 
scattering modulation, benefiting from a channel material with 
strong electron-phonon coupling. 

Keywords—semiconductor device modelling, topological 
insulators, 2D materials, NEGF  

I. INTRODUCTION  

Topological insulators (TIs) have attracted 
considerable attention due to their unique properties. 2D 
topological insulators possess spin-polarized gapless edge 
states that are robust against elastic backscattering [1-2]. The 
absence of backscattering is attributed to the bulk electronic 
structure and time-reversal symmetry. Distinguished by a 
non-zero Z2 topological invariant, the edge states are 
protected even when large level of imperfections such as 
vacancy defects, phonons etc are present [3-4].  
 The observation of the quantized conductance of the 
protected states is an essential step in the study of the possible 
applications of TIs. This has proven to be challenging in the 
lab and the experimental success have been limited to very 
low temperature or very short channels [5-6]. This has been 
attributed to various backscattering mechanisms, such as 
electron-electron interactions, defects, phonon scattering [7]. 
Here, we study the effects of electron-phonon coupling on the 
topologically protected edge conduction using a first 
principles description and non equilibrium Green’s function 
(NEGF) formalism implemented in our ATOmistic MOdeling 
Solver (ATOMOS) [8,9]. Using ATOMOS, we are able to 
conduct transport simulations on wide TI ribbons, which 
contain heavy atoms and include spin-orbit coupling effects. 
To decrease the computational costs, we used a mode-space 
transformation to reduce the size of the Hamiltonian and 
overlap matrices [10,11]. In Section II, we summarize the 
computational methods used in our simulations. We discuss 
the results in Section III and draw conclusions in Section IV.  

II. METHOD 

ATOMOS operates in a NEGF framework. Density 
functional theory (DFT) simulations are carried out to 
compute the electronic properties of a material, including 
Hamiltonian matrix elements. Here we focus on two widely 
studied topological insulators, stanene and bismuthene. The 
former has a small bulk gap of 0.17eV [12] while the latter 
possess a larger bulk gap of 0.5 eV [4]. By choosing these 
two materials, we can compare the impact of electron phonon 
interactions on protected and non-protected states. 

The OpenMX package [13-14] is used to perform DFT 
simulations and to extract the matrix elements. The 
generalized gradient approximation (GGA) implementation 
of DFT with the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation (XC) functional is employed. The Brillouin zone 
was sampled by a 16x1x1 Monkhorst-Pack grid. All the 
structures are fully relaxed with atomic force convergence 
criterion of 10-3 eV/Å. A vacuum of 15Å is introduced in the 
non-periodic directions. The spin-orbit coupling effects are 
included.   

The Hamiltonian and overlap matrix elements are 
imported to ATOMOS. The non-orthogonal Hamiltonian 
matrix for the full device is then constructed. Dissipative 
transport calculations are carried out using NEGF and the 
self-consistent Born approximation [15,16]. The complete 
simulation procedure is detailed in [9,17].  

III. RESULTS 

Fig. 1(a) shows the band structure of a 4 nm wide 
zigzag stanene ribbon. The spin-resolved contribution of the 
edge atoms to the band structure is shown as well. The 
topologically-protected edge states possess a nearly linear 
dispersion as well as a helical spin texture. The spin texture 
ensures that intra-edge backscattering is forbidden. For the 
states in the bulk gap, there is a noticeable edge localization 
of the wavefunction. However, the wavefunction associated 
with a state outside the bulk gap is not localized at the edges. 

Fig. 1(b) compares the band structure calculated by a real-
space Hamiltonian (blue dots) to the band structure computed 
using a reduced-size, mode-space Hamiltonian (red dots). 
The mode-space method is used to construct the band 
structure in an energy window of interest. Here the energy 
window includes edge states as well as a few bulk bands. As 
the Fermi level lies inside the bulk gap, carrier transport takes 
place through the dissipationless edge bands. By shifting the 
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Fermi level to the bulk bands, bulk states also contribute to 
the current. The shift in the Fermi level from edge states to 
the bulk states can result in scattering modulation, which is 
one of the switching mechanisms proposed for a TI field 
effect transistor [12].    

The Fermi level can be modulated using a gate, as 
shown in Fig. 1(c). The LDoS (local density of states) taken 
from the middle of the channel of a TI subjected to a gate 
voltage in the ballistic limit is shown in Fig. 1(d). The source-
drain bias is 0.05 V. The shaded area in Fig. 1(d) represents 
the Fermi window. As the gate voltage increases, the bands 
move down and at VG =0.4 V, the entire Fermi window is 
covered by edge states. for higher gate voltages, the bulk 
states in the conduction band will move down to inside the 
Fermi window.  

The LDoS across the width of ribbon at energy of -
0.03 eV for VG=0.4 V is denoted in Fig. 1(e). In the absence 
of electron phonon interactions, the state is fully localized at 
the edges. However, as the electron phonon scattering is 
taken into account, the broadening of the bulk states into the 
bulk gap results in considerably higher contribution of the 
bulk atoms to the LDoS of the considered Fermi window. It 
is clear from Fig. 1(e) that even a small deformation potential 
of 16 eV for acoustic phonon scattering destroys the edge 
localization and leads to strong degradation of the current as 
shown in Fig. 1(f). As the degradation is not merely a product 
of inter-edge scattering, increasing the width of the ribbon 
will not significantly improve the transport properties. 

Figures 2(a) and 2(b) illustrate the energy band 
structure of a 7 nm wide bismuthene zigzag nanoribbon, 

calculated by the real-space and mode-space Hamiltonians, 
respectively. The energy window of interest only contains the 
edge bands to gain an insight into the effect of phonon 
scattering on the topological protection. Furthermore, by 
tunning the Fermi level and the drain bias the bulk states will 
not participate in the transport, due to the large bulk gap. A 
source-drain bias of 0.2 V is considered here. Fig. 2(c) 
demonstrates that even a deformation potential as large as 40 
eV will not destroy the edge localization.   

The IV curves for the TI under gate voltage for 
different deformation potentials are presented in Fig. 3(d). 
The total length of the structure is 24 nm, unless mentioned 
otherwise. As the deformation potential increases to 40 eV, 
the drop in current is not as significant as that calculated for 
the stanene case. However, if the deformation potential is set 
to 80 eV, the current declines by an order of magnitude. The 
IV curves for a bismuthene nanoribbon with a width of 5nm 
are also plotted in Fig.  2(d). It is apparent that even for a 
smaller ribbon width, there is similar immunity to 
backscattering. Additionally, we increased the channel length 
to 55nm, resulting in a full device length of 70nm. The IV 
curve for deformation potential of 27 eV is shown in Fig. 2(d) 
(purple line). The drop in current is smaller than one order of 
magnitude, supporting the idea of prohibited backscattering. 

IV. CONCLUSIONS 

We observed that electron-phonon interactions can result 
in the degradation of the protected transport in a topological 
insulator. In stanene with a small bulk gap of 0.17 eV, electron 
phonon coupling results in the extension of the bulk states into 
the bulk gap. Therefore, the edge localization of the states 
within the bulk gap is destroyed by a deformation potential as 
small as 16 eV. On the other hand, if we only consider the 
transport through the protected states of bismuthene (bulk 
gap~0.5 eV), a higher immunity to the electron phonon 
scattering is obtained. The current degradation due to a 
deformation potential of 27 eV at a higher drain-source bias is 
improved significantly compared to that of stanene.  

(a)                                                                              (b)                                  

      
(c)                                                                                  (d) 

       
(e)                                                                                 (f)                                         

      
Fig. 1. (a) the spin-resolved band structure projected on the edge atoms 
obtained for a 4 nm wide zigzag stanene nanoribbon with Fluorine edge 
passivation. Blue dots show spin-up states and red dots represent the 
spin-down states. (b) the band strcuture calculated by the original (RS) 
and mode-space (MS) Hamiltonians. The shaded area shows the energy 
window of interest. (c) the sketch of the device structure under study (d) 
the calculated LDoS for different gate voltages. The shaded area exhibits 
the Fermi window. (e) LDoS across the width of the ribbon at E= -0.03 
eV and Vg=0.4 V. (f) IV curves for the ballistic limit as well as the 
dissipative case with a deformation potential of 16 eV. 

(a)                                                                     (b)                                                                                   

      
      (c)                                                                           (d) 

        
Fig. 2. (a) the spin-resolved energy band structure pojected on the edge atoms 
of 7 nm wide zigzag bismuthene nanoribbon with H edge passivation.(b) the 
band strcuture in a target energy window calculated by RS and MS 
Hamiltonians. (c) LDOS accross the ribbon at E=-0.05 eV for the ribbon 
under gate voltage. Different strength of electon-phonon coupling are 
compared by considering different deformation potentials as well as the 
ballistic limit (bal). (d) IV curves for ZZ bismuthene ribbons of widths 5nm 
(5) and 7nm (7) for several deformation potential values. The length of all 
the strcutures is 24 nm except for one structure with Lch=55nm (Ltot=70nm). 
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Theoretical methods are critical for evaluating two-dimensional materials as possible channel 

materials in future field-effect transistors (FETs). Most of the modelling attempts concentrate on 

electronic transport in ideal free-standing layers, ignoring the dielectric environment’s effect on 

transport characteristics. We study the effect of the dielectric environment on carrier transport in 

two-dimensional (2D) transition metal dichalcogenides (TMDs) by extending our Monte-Carlo 

model for a free-standing monolayer to include dielectric screening and remote-phonon scattering in 

a double-gate. 

There are very few studies in the literature that look at how the dielectric environment affects 

the transport properties of 2D TMDs [1-3]. However, these studies have only considered a single 

TMD (namely, MoS2) or have been based on simplifications of the problem obtained, for example, 

by ignoring the full hybridization of all phonon-like and plasmon-like modes, of free-carrier 

screening effects, and using approximate dispersions of the hybrid modes. In our work, we study the 

scattering of electrons with the coupled (hybrid) optical-phonon/plasmon excitations that are present 

at the interfaces in a field-effect transistors with a channel consisting of a monolayer of a polar 

semiconductor (TMDs) with top and bottom gates. We consider the full hybridization of all modes 

and free-carrier screening.  

Of particular interest is the work done by Hauber and Fahy [3]. They present an outstanding 

analysis of the plasmon/optical-phonon excitations in bulk III-V compound semiconductors and 

supported and gated thin MoS2 layers. However, they fail to take into account of different gate 

insulators and the polar semiconductors. We preform an extensive study of the electron mobility in 

supported and/or gated monolayer TMDs in the presence of “remote-phonon” scattering, extending 

the study of the room-temperature electron mobility not only in MoS2 but also in WS2, MoTe2, and 

of the 300 K hole mobility in WSe2, with all TMDs assumed to be supported by SiO2 and with SiO2, 

HfO2, Al2O3, AlN, and hBN as gate insulators with an equivalent oxide thickness of 0.7 nm.  

Among the various supported and gated TMDs considered, the best electron mobility, 782 

cm2/(V.s), is obtained for the SiO2/WS2/hBN system. An excellent hole mobility, 387 cm2/(V.s) is 

also predicted for the SiO2/WSe2/hBN. These extended results confirm the general trend observed 

previously for MoS2[4]: The carrier mobility decreases almost monotonically with increasing 

dielectric constant of the gate insulator, with two exceptions: 1. The beneficial effects of dielectric 

screening of the ‘out-of-plane’ field lines are seen for hBN, thanks to its relatively low ionic 

polarization and the high phonon frequencies resulting from the light weight of the B and N ions. 2. 

On the contrary, resonance effects among the optical phonons of the substrate, of the TMD layer, and 

of the top oxide result in a low carrier mobility when AlN and/or Al2O3 are taken as gate insulators. 

Figure 1 shows the mobility results for various combinations. Looking at the Fig. 1(a), one 

notices that the calculated 300 K electron mobility in SiO2-supported monolayer MoS2 decreases as 

the gate insulator is changed from hBN to HfO2, but it reaches a particularly high value for hBN and 

a very low value for Al2O3. A similar behavior is seen also for the 300 K electron mobility of MoTe2 

(Fig. 1(b)), for the hole mobility in WSe2 (Fig. 1(d)) and, for electrons in WS2 (Fig. 1(c)), when AlN 

is taken as gate insulator. In all cases, hBN exhibits the best mobility, even higher than in free-

standing monolayers, thanks to the dielectric screening of the out-of-layer field lines and the weak 

remote-phonon scattering due to its weak polar nature and light ions (resulting in high phonon 

frequencies, decoupled from all other excitations). 

 We then extend our model to simulate a 2D material-based field-effect transistor, 

considering various two-dimensional TMDs as the channel material. [4][5] 
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Figure 1. (a): Calculated 300 K electron mobility in the TMD channel of a SiO2/MoS2/gate-oxide 

structure with different gate oxides (ordered with increasing static dielectric constant – shown in 

parentheses -- from left to right). Note that the mobility generally decreases as the static dielectric 

constant of the gate oxide increases, but phonon resonances cause ‘dips’ in the cases of Al2O3 and, to 

a smaller extent, ZrO2. Moreover, the absence of low-energy phonons in hBN results in a mobility 

larger than in free-standing MoS2 (shown by the red arrow), thanks to the beneficial effect of 

dielectric screening of the bulk phonon. (b): The same, but for the SiO2/MoTe2/gate-oxide structure 

and (c), for the SiO2/WS2/gate-oxide structure. One can notice a similar behavior. Finally, frame (d) 

shows the calculated 300 K hole mobility in the SiO2/WSe2/gate-oxide system. 
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Intense electromagnetic THz pulses are used to probe the
properties of semiconductor materials. The response of the
particle gas to the strong electric field is nonlinear and results
in the generation of higher harmonics, which are due to the
nonparabolic band structure and energy-dependent scatter-
ing [1]. Here we theoretically investigate experiments where
an intense THz pulse passes through a weakly p-doped sili-
con layer (thickness 275 µm) where the beam is normal to the
[001] surface of the layer and the linearly polarized electric
field is aligned with the [100] direction. The sample is kept at
a temperature of 10 K and the hole density is much lower than
the acceptor concentration of 5 × 1016 cm−3 due to impurity
freeze-out. While the pump field dependence indicates that
additional carriers are generated during the pulse (attributed
to impact ionization [2]), here we assume a constant total pop-
ulation of band carriers, which still captures the main aspects
of the harmonic generation. In measurements the intensity of
the 3rd harmonic is many orders of magnitude lower than the
fundamental one confirming that the hole density is indeed
very low.

The low particle density allows one to decouple the FDTD
pump-pulse propagation and Monte Carlo response of the hole
gas, which greatly reduces the computational cost of the sim-
ulations. First, the electromagnetic pulse is simulated for a
vanishing hole density by a 1D FDTD solver [3, 4] and the
electric field in the silicon layer is recorded as a function of
location and time. A 1D approach is sufficient because of
the rather large diameter of the beam and that the measured
harmonics are dominated by the high intensity at the beam
center. Second, the hole velocity is simulated for this electric
field by a full-band Monte Carlo code [5], where the electric
field due to the very low space charge density can be ne-
glected [4], and the particles can be simulated independently.
275 jobs are started in parallel for the boxes of the real space
grid in the silicon region. Third, a FDTD simulation with
the current density obtained in the second step is performed,
where the electric field at the fundamental frequency caused
by the current density is much smaller than the one due to the
THz source. The transmitted electric field is Fourier trans-
formed yielding the spectrum of the higher harmonics. If
self-consistency is required, steps 2 and 3 can be repeated
with the updated values until convergence is obtained.

A fine grid of 1 µm and a time step of 1.67 fs is used to
resolve the higher harmonics. The electric field of the source
pulse is given by a sinusoidal carrier wave with a frequency of
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Figure 1: Electric field of the THz pulse generated by the
source for an amplitude of 28 kV cm−1.

1.29 THz and a Gaussian envelope function (Fig. 1). A frac-
tion of the pulse is reflected at both interfaces between the
sample and vacuum leading to a partially standing wave in the
vacuum at the source side and in the sample. The maximum
value of the magnitude of the electric field over time is shown
in Fig. 2 for a source amplitude of 28 kV cm−1, and the maxi-
mal electric field strongly varies in the sample. The intensity
of the transmitted field is the absolute square of the Fourier
transform and at odd multiples of the fundamental frequency
additional peaks occur, when the response of the hole gas is
included in the simulation (Fig. 3). The generation of the
higher harmonics is due to the nonparabolic band structure,
which is calculated by the nonlocal empirical pseudopoten-
tial method [6] and discretized by an unstructured tetrahe-
dral mesh with a high resolution near the Γ-point (Fig. 4),
and scattering [5]. The total CPU time is about 3 months
and the wall clock time about 8 hours for the simulation of
1.375 · 108 particles. The resultant noise is very low and even
the 9th harmonic is clearly visible in Fig. 3.

In Fig. 5 the result of a transient bulk Monte Carlo simula-
tion is shown (i.e. calculated at a single spatial point), where
the electric field is given by the source field. The intensity is
calculated based on the time-dependent velocity. The resul-
tant ratio of the 3rd and 5th harmonic is much smaller than
in the case of the FDTD full-band Monte Carlo simulation,

1
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Figure 2: Maximum of the pump-pulse electric field over time
versus location for a source amplitude of 28 kV cm−1.

showing that a simple bulk Monte Carlo simulation is not
sufficient to quantitatively describe the generation of higher
harmonics in the silicon layer and the full wave propagation
has to be taken into account.
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Figure 3: Intensity of the transmitted electric field for a source
amplitude of 28 kV cm−1 and frequency of 1.29 THz.
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TCAD simulation of microwave circuits:
the Doherty amplifier
S. Donati Guerrieri1, E. Catoggio1, F. Bonani1

1Dipartimento di Elettronica e Telecomunicazioni, Politecnico di Torino, Italy

Abstract

Power amplifiers (PAs) for next generation of communication systems are expected to operate at higher frequency and bandwidth
to support the growing data rates. The Doherty Amplifier (DA) is one of the most promising circuits for the development of high
efficiency PAs: its inherent structure, exploiting two interacting active devices, requires nonlinear mixed-mode TCAD analysis with
multiple devices. In this paper we present for the first time the TCAD simulation of a DA. The TCAD analysis has been carried out
exploiting our in-house Harmonic-Balance based drift-diffusion simulator allowing for large signal mixed-mode analysis. We demonstrate
for the first time that TCAD simulations are mature to assist the design of complex stages requiring multidevice large signal analysis.

Index Terms

Nonlinear TCAD, Harmonic Balance, High Efficiency Power Amplifiers, Doherty Power Amplifier

I. INTRODUCTION

One of the main challenges in the development of 5G/6G telecom front-ends is the design of broadband PAs featuring high
efficiency from back-off to saturation, operating with high Peak-to-Average Power Ratio (PAPR) signals. Various approaches have
been proposed for high efficiency PAs, most of them based on circuits with more that one (typically two) interacting active devices[1],
[2]. In the DA[3], [4], two active devices (FETs) from the same technology are combined so that one (the so-called peak or auxilliary -
AUX) acts like an active load for the other (the main - MAIN). Ideally, a well designed DA should exhibit a nearly constant efficiency
at least in a range of 3dB output power back-off (OBO) condition [3], even though practical realizations show poorer performance
due to the difficult design of the output coupling and matching network (OCMN)[5]. In fact, the AUX and MAIN interact through
the OCMN, differently from the usual parallel stage PA, where devices are isolated. In the DA, the AUX and MAIN operating
conditions depend on the input power drive, which calls for a large signal analysis of the two devices concurrently with the OCMN.
Circuit level analysis is difficult since accurate device models from deep class C to class AB are often not available from foundry
design kits. TCAD simulations are the ideal way to analyze and optimize the DA, especially regarding two critical points: the AUX
output capacitance model in large signal operation, and the AUX behavior close to the threshold (turn-on).

II. TCAD SIMULATION OF THE DOHERTY STAGE

To test the TCAD mutidevice Harmonic Balance mixed-mode simulator, we have designed a preliminary simplified DA at 12
GHz exploiting two MESFET GaAs epitaxial devices with 0.5 µm gate length, 2× 1017 cm−3 channel doping, 1.5 µm source/drain
separation [6], [7], and 1 mm gate periphery. Fig. 1 shows the simulated DA with the two MESFETs discretized for TCAD analysis
(≈ 6500 grid nodes and 10 harmonics) and the embedding OCMN. The AUX operates as a class C stage: at lower input power it
is off and acts as an open load; at higher power it turns on, operating as a high efficiency PA while providing the correct load to
maintain the MAIN at maximum efficiency. The AUX gate bias choice is critical for the correct AUX turn on: we have optimized
it at VGS,AUX = −5.15 V. The MAIN is biased in deep class AB (VGS,MAIN = −3 V). The drain bias is 8 V. The OCMN is
made of a combination of transmission lines; the MAIN equivalent load is 2Re(Zopt) in back-off (AUX off) and Re(Zopt) when
both the devices are on (Zopt is the optimum load impedance). The output MAIN and AUX capacitances have been tuned out by
parallel equivalent negative ones, whose value is extracted from the small signal Y matrix. At higher input power, output MESFET
capacitances change and a significant de-tuning can appear. Two swept voltage generators with internal 50 Ω impedance provide the
input power: the AUX available input power is set

√
2 more than the MAIN. Input ports are unmatched in this preliminary analysis.

Fig. 2 shows an example of the obtained results. The DC component of the device electron concentration is shown at three increasing
powers, from back-off to saturation. In back-off the AUX (to the right) has a depleted channel, which turns-on at increasing input
power due class C self-biasing. At saturation the two devices exhibit nearly the same channel populations. Fig. 3 shows the AUX
and MAIN dynamic load lines. In back-off the AUX is off. At intermediate power AUX turns on, while MAIN comes close to
its maximum efficiency (the DLL of the MAIN reaches the maximum swing allowed by the knee voltage). Finally, in saturation
the two devices act very similarly, both contributing to the maximum output power. Fig. 4 shows the DA RF performance: on the
left, the output power is shown along with the individual contributions of the AUX and MAIN. Here we also notice the AUX turn
on, anticipated with respect to the ideal 3 dB OBO value (AUX turns on at roughly 10 dB OBO, albeit slower than expected)
compensating the low AUX transconductance (low gain) close to threshold. The DA drain efficiency (Fig. 4, middle) exhibits a neat
increase compared the conventional parallel stage class B PA, albeit of course lower than a class C parallel stage. The DA drain
efficiency amelioration is up to 10% at 10 dB OBO. The DA amplifier has a lower gain in back-off compared to the class B stage
(Fig. 4, right.) but exhibits a milder gain compression, allowing for a better compromise between high efficiency and linearity [8].
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[1] F. H. Raab et. al., ”Power amplifiers and transmitters for RF and microwave,” in IEEE Transactions on Microwave Theory and Techniques, vol. 50, no. 3, pp.
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Fig. 1. Schematic representation of the simulated devices and of the embedding circuit within a Doherty amplifier). TL1: pahse 90◦, characteristic impedance:
ZC1 =

√
αRopt, where Ropt = Re(Zopt) (being Zopt the optimum load impedance) and α = 1.15 has been optimized for faster AUX turn on. TL2: pahse 90◦,

characteristic impedance: ZC2 =
√

RoptRL/2 with RL = 50Ω.

Fig. 2. Electron concentration in the Main and Peak Amplifiers in back-off (Pav,M = 12.5 dBm), intermediate power (Pav,M = 20 dBm) and peak power (Pav,M = 26.5
dBm).

Fig. 3. Dynamic load lines of the Main and Peak Amplifiers in back-off (Pav,M = 12.5 dBm), intermediate power (Pav,M = 20 dBm) and peak power (Pav,M = 26.5
dBm).

Fig. 4. Output power, drain efficiency and gain of the DA compared to parallel class B and class C stages.

Session 5B: High-Frequency Devices Wednesday, September 7th

82



TCAD-Based RF Performance Prediction and Process Optimization of  

3D Monolithically Stacked Complementary FET 

Shu-Wei Chang,1 Jia-Hon Chou,2 Wen-Hsi Lee,1 Yao-Jen Lee3 and Darsen D. Lu4 

1Department of Electrical Engineering, National Cheng Kung University, Tainan City, Taiwan 70101 
2M.S. Degree Program on Nano-IC Engineering, Department of Electrical Engineering, National Cheng Kung University, Tainan City, Taiwan 70101 

3Department of Electrical Engineering, National University of Kaohsiung, Taiwan 81148 
4Institute of Microelectronics, Department of Electrical Engineering, National Cheng Kung University, Tainan City, Taiwan 70101 

Polycrystalline silicon thin-film transistors (poly-TFTs) with low fabrication temperature, high carrier 

mobility and CMOS compatibility may be optimized for radio frequency (RF) operation to enable system on 

panel (SoP) or stacked above CMOS devices during back-end-of-line (BEoL) processing for monolithic 3D-

IC (M3D) applications. In recent years, three-dimensional structure such as FinFET, nanowire and nanosheet 

are adopted for optimal device performance. In particular, the on-state current of nanowire and nanosheet 

devices is enhanced multi-fold with stacked channels, while maintaining excellent gate controllability through 

their gate-all-around structure. To continue footprint scaling, we have demonstrated a CFET technology which 

consists of pFETs stacked on top of nFETs, with gate-all-around junctionless nanosheet design, for M3D logic 

applications [1]. In this study, we further fabricate poly-Si RF devices along with CFET-based logic circuit, 

realizing heterogeneous integration. Like CFETs, the RF devices also have upper p-type and lower n-type 

channels. This not only boosts device density but also extends CFET towards diverse applications. However, 

direct application of CFET towards RF without optimization is inappropriate due to parasitic capacitances 

between the stacked channels and the extra gate-to-drain capacitance, which lead to poor cutoff frequency (fT) 

and maximum oscillation frequency (fmax). In this study, we simulate a CFET device which mimics the process 

and device structure in our previous experimental work with TCAD [2] and analyze its electrical properties, 

focusing on high frequency performance. First, the transfer characteristics (ID-VG) of the CFET model is 

calibrated to measurements by adjusting the surface scattering model to account for lower mobility in the 

polysilicon channel. The simulated device characteristics is in good agreement with experimental data (Fig. 

1). Subsequently, we investigate the impact of tuning individual process parameters, including gate length 

(LG), channel width (W), sacrificial oxide thickness (TS), or the spacing between two silicon channels, release 

width (WR), or the lateral-etched width of the sacrificial layer, and metal gate thickness (TMG) (Fig. 2), 

analyzing the impact of each parameter. The outcome is listed in Table I. Take TS for example, not only fT but 

also fmax increase with thicker TS (Fig. 3). As the fringe electric field between the two layers becomes less 

strength with thicker TS (Fig. 4), the capacitive coupling becomes weaker, thus operational frequency is higher. 

The simulation results shown in Fig. 5 highlights the fact that Gm increases by 36.9% and gate resistance 

decreases by 34.6% when TS increases from 20nm to 70nm. Meanwhile the fringe capacitance between the 

two channel layers reduces, leading to 21.9% lower gate capacitance (not shown). The overall fT and fmax are 

improved by 70.5% and 95.6%, respectively. We concluded that a thin oxide layer between the two channels 

is undesirable for RF. Process-wise, the middle oxide layer should initially be made as thick as possible to 

prevent the bending of the channel during channel release process, leading to the degradation of device 

characteristics. A more detailed account of the optimization of the other components (LG, WR, W, TMG) will 

be provided along with the full paper. Finally, we optimize all 5 parameters as part of a performance step-up 

effort to obtain an optimized CFET structure for RF without adjustment of the process flow. Table II 

summarizes the optimal CFET structure for RF and compares it to the initial un-optimized design point. fT and 

fmax are improved by 3.74 and 8.44 times, respectively. Thanks to a flexibility to implement heterogeneous 

integrated logic, memory, and analog/RF devices on a single chip, we may overcome the technology scaling 

bottleneck due to physical limitation and the increased interconnect delays that naturally occurs with 

technology scaling. 

1. P. -J. Sung et al., "Fabrication of Vertically Stacked Nanosheet Junctionless Field-Effect Transistors and Applications for the 

CMOS and CFET Inverters," in IEEE Transactions on Electron Devices, vol. 67, no. 9, pp. 3504-3509, Sept. 2020, doi: 

10.1109/TED.2020.3007134. 
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Fig. 1. The ID-VG curve simulated using 

TCAD agree well with experimental data. 

Fig. 2. (a) The cross section and (b) top view of the CFET generated with 

Sprocess TCAD simulation.  
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Fig. 4. The electric field distribution of (a) TS= 70nm and (b) TS= 20nm. 

Table I. Summary of TCAD simulation results 

of change in fT and fmax after optimizing 

individual process parameters. 

Table II. Comparison of RF performance between the 

calibrated model (Calibration) and optimized model 

(Optimization). 
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Abstract—The gain compression and excitation of higher
order harmonics in 3 nm wide on-insulator type FinFETs is
investigated. The high computational burden related to the time-
resolved analysis needed is dealt with by applying a coupled
mode-space approach onto a Quantum Liouville-type Equation.
An increase in gain compression and higher order harmonic
distortion when decreasing the fin height from 5 to 3 nm is
observed.

Index Terms—computational nanotechnology, quantum trans-
port, quantum liouville, mode space, FinFET, gain compression.

I. INTRODUCTION

Current interest in analog and mixed signal circuits is
as high as ever, with applications ranging from mixers and
general systems on chip (SoC) to specialized architectures
for high-performance computing (HPC) that can possibly
outperform their digital counterparts [1]. Multigate-FETs with
Gate-All-Around- (GAA) and Fin-type gate architectures are
especially important due to their excellent channel control and
ease of integration into stacked transistor structures [2]. For
amplifier and mixer applications, time-resolved quantum trans-
port simulations are necessary to study the nonlinear behavior
of these multigate-FETs. Quantum Liouville-type approaches
in particular have been demonstrated to be well suited, but
have been mostly limited to either stationary or transient low-
dimensional devices (eg. [3]). Here, the approach is extended
to the three-dimensional regime utilizing a Quantum Liouville-
type Equation (QLTE) in order to evaluate gain compression
in FinFETs. To further reduce computation time, the transport
is effectively projected onto the dominant transport direction.
This is done by approximating the density matrix in transport
direction with an expansion in terms of the eigensolutions
of Schrödinger’s equation in the confinement direction, the
so-called modes [4]. The resulting method is called mode-
space approach, which herein also takes the coupling between
different modes into account.

II. QUANTUM TRANSPORT IN MODE-SPACE

An appropriate method based on the solution of a Quantum
Liouville type equation (QLTE), which is self-consistently
solved along with Poisson’s equation is extended to al-
low an efficient three-dimensional analysis. Starting from
Schrödinger’s equation in the effective mass- and Hartree
approximation, it can be solved assuming a confinement in

the yz-plane and a dominant transport in x-direction. This
results in modes described by their wave functions ψm and
corresponding subband energies Em. The expansion of the
wave function Ψ of Schrödinger’s equation in terms of the
modes ψm leads to the ansatz

Ψk(x, y, z, t) =
∑

m

φm(x, t)ψm(y, z, t) (1)

with expansion coefficients φm. Decoupled Schrödinger equa-
tions for each mode ψm result, which can be written as

ıℏ
∂

∂t
φm(x, t) =

(
− ℏ2

2mx

∂2

∂x2
+ Em(x, t)

)
φm(x, t)

−
(
Km,1(x, t)

∂

∂x
+Km,2(x, t)

)
φm(x, t).

(2)

In contrast to [5], coupling between the modes is no longer
neglected but included by the coupling terms Km,1(x, t) and
Km,2(x, t). The latter leads to the idea of introducing an
effective potential Vm(x, t) = Em(x, t)−Km,2(x, t) for each
mode m. After transformation of the density matrix ρ(x, x′)
onto center-of-mass coordinates (χ, ξ) and introducing the
functions

K±
m,1(χ, ξ, t) = Km,1(χ+

ξ

2
, t)±Km,1(χ− ξ

2
, t)

Bm(χ, ξ, t) = Vm(χ+
ξ

2
, t)− Vm(χ− ξ

2
, t),

(3)

the QLTE can be derived in the so-called mode-space as:

∂

∂t
fm(χ, k, t) =

[(
− ℏk
mx

+
ı

4ℏ

∫
dk′

2π
K̃−

m,1(χ, k
′′, t)

) ∂

∂χ

+
ı

2ℏ

∫ ∞

−∞

dk′

2π
K̃+

m,1(χ, k
′′, t) · (ık′)

+
1

ıℏ

∫ ∞

−∞

dk′

2π
B̃m(χ, k′′, t)

]
fm(χ, k′, t).

(4)
Here, k′′ = k − k′ has been introduced and the tilde denotes
integral kernels regarding K±

1 and B. The coordinate χ
indicates the transport direction.

III. INVESTIGATION OF GAIN COMPRESSION IN FINFETS

Key parameters regarding the size of the FinFET in question
are shown in Fig. 1. The undoped In0.53Ga0.47As channel is
10 nm long, as is the gate contact. For the oxide and gate
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Fig. 2. Transfer curves of the FinFETs with marks indicating operating points.

material SiO2 and Ag are chosen, respectively. The source
and drain regions on either end of the device are n-doped with
Ns = Nd = 2 · 1019 cm−3. The QLTE is discretized utilizing
a finite volume scheme as described in [3]. Inflow boundary
conditions to model carrier transport in and out of the device
are adopted [6] and a complex absorbing potential is added to
avoid nonphysical solutions [7]. A harmonic gate voltage of
VG = V0 + VA · sin(2π · f0 · t) with the center frequency
f0 = 250 GHz is applied. The operating points V0 are
indicated in Fig. 2. Values from 0 V to 0.3 V are chosen
for the amplitude VA with increments of ∆VA = 0.025 V.
Two different FinFETs with a fixed fin width of 3 nm and
fin heights of 3 and 5 nm are considered for demonstration
purposes.

As it is evident from Fig. 3, compression during the positive
half-wave takes place sooner in the 3x3 nm FinFET when
compared to the 3x5nm FinFET, thus leading to an increase in
distortion. The drain-end current density can also be analyzed
in terms of the spectral components at f0 = 250 GHz and
the harmonics f1 = 500 GHz and f2 = 750 GHz. When
increasing the channel dimensions from 3x3 nm to 3x5 nm,
the latter shows less excitation of higher order harmonics and
higher gain, as it can be seen from Fig. 4.
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∣ ∣2
/∣ ∣ ĵ
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Abstract: We investigated the polaron transport in V2O5 using 

density functional theory (DFT)+U. The Bond Distortion 

Method (BDM) is employed to stabilize an excess electron as 

a self-trapping polaron in V2O5. The polaron hopping is eval-

uated by Landau-Zener equation with parameters extracted 

from the DFT ground state energies on the Linear Interpola-

tion (LI) reaction coordinates using a model Hamiltonian. 

Electron mobility contributed by polaron hopping is obtained 

from Einstein relation and compared to experimental data. 

The influence of the Hubbard U value in DFT+U on both the 

polaron static and transport properties are reported. 

Keywords: Polaron, V2O5, DFT+U, trapping, hopping, mobil-

ity. 

1) Introduction 

Vanadium pentoxide (V2O5) is a Transition Metal Oxide 

(TMO) with several interesting properties that can be used in 

fields such as energy storage [1]. It is therefore important to 

study the electron transport in crystalline V2O5 which is known 

to be led by small polarons hopping [2]. For such materials 

with strongly correlated d-orbitals, standard local and semi-lo-

cal DFT calculations fail to predict the electronic properties. 

The main reason of this failure is the self-interaction error 

which can be circumvented by introducing an on-site Hubbard 

U correction for the 3d V electrons in the so-called DFT+U 

method. The value of U is usually determined empirically (e.g. 

adjusted to reproduce properties such as the band gap) even 

though it can be calculated with ab initio methods [3]. In this 

work, we investigate the impact of U on polaron properties, 

from its localization to its contribution to electron mobility in 

V2O5. 

2) Methods 

All DFT+U calculations presented in this work are carried 

out using the PAW method implemented in the VASP code 

and the Perdew-Burke-Ernzerhof (PBE) [4] exchange-correla-

tion functional. To stabilize the polaron, we employ a 168-

atom supercell of orthorhombic V2O5 (Fig. 1) and we apply the 

Bond Distortion Method (BDM) with an initial distortion of 

15% around one of the V atoms to localize the excess electron 

before relaxation.  

We use the Linear Interpolation (LI) method to simulate 

the polaron jump. The coordinates of all the atoms along the 

hopping path are approximated as: 𝑹 = 𝑥𝑹𝑨 + (1 − 𝑥)𝑹𝑩, 

where RA and RB are the initial and final coordinates and x 

varies from 0 to 1.  Our method to extract key parameters of 

the transport is a fit to a two states model Hamiltonian: 

𝑯 =  [
𝐻𝐴𝐴 𝐻𝐴𝐵

𝐻𝐵𝐴 𝐻𝐵𝐵
] (1)  

with 𝐻𝐴𝐴 = 𝜆𝐴𝑟2 + 𝑬𝑨𝒏𝒉𝒂𝒓(𝑟3), 𝐻𝐵𝐵 = Δ𝐺0 + 𝜆𝐵(1 − 𝑟)2 +
𝑬𝑨𝒏𝒉𝒂𝒓(𝑟3) and 𝐻𝐴𝐵 = 𝐻𝐵𝐴 the coupling constant. The 

harmonic contribution in the expression of HAA and HBB 

follows the Marcus theory [5] to describe the polaron transition 

from state A to B as illustrated in Fig. 2. We also include an 

anharmonic contribution to improve the fit. Electronic 

mobilities were calculated based on the hopping rate obatined 

from the Landau-Zener equation [6]: 

𝑘𝐸𝑇 = 𝜅𝑒𝑙𝜈𝑒𝑓𝑓𝛤𝑒𝑥𝑝 (−
𝐸𝑎

𝑘𝐵𝑇
) (2) 

with 𝜈𝑒𝑓𝑓  the effective phonon frequency, 𝜅𝑒𝑙 =
2𝑃𝐿𝑍

(1+𝑃𝐿𝑍)
, 𝑃𝐿𝑍 =

1 − exp (−
𝜋

3
2|𝐻𝐴𝐵|2

ℎ𝜈𝑒𝑓𝑓√𝜆𝐴𝑘𝐵𝑇
), Γ = 1 the nuclear tunneling factor, 𝐸𝑎 

the activation energy and Δ𝐺0 is the energy difference between 

state A and B. The polaron mobility is then evaluated from the 

Einstein relation: 

µ =
|𝑞| 𝐷

𝑘𝐵𝑇
 with 𝐷 = 𝑟2𝑛𝑛𝑒𝑖𝑔ℎ𝑘𝐸𝑇 (3) 

where q is the charge of the carrier, r is the distance between 

the two sites and nneigh is the number of neighbouring sites. 

3) Stabilization and hopping of polaron.  

We first stabilized the polaron with the BDM and obtained 

results close to the literature [7]-[8]. However, we show in Ta-

ble 1 that the value of U has a significant impact on the polaron 

properties. An increase of U leads to a decrease of the polaron 

formation energy (EPOL) as defined in [9], and an increase of 

the magnetic moment (Magn.) and of the lattice distortion 

around the polaron (average bond distortion of the 6 nearest 

neighbours), enhancing the stabilization of the polaron. 

Then, we simulate the hopping of the polaron along the 

[100], [010] and [001] directions using the LI method for 

U=3.25 eV. The calculated barriers and the energy profile are 

anisotropic as shown in Fig. 3 and Fig. 4. As we fit the Ham-

iltonian (Eq.1) to the DFT results, the shape of the energy 

curve directly impacts the value of the extracted parameters 

reported in Table 2. By looking at the ratio 
𝜆𝐴

𝐻𝐴𝐵
, we can say 

that the hopping in the [100] direction is adiabatic while the 

hopping in the two other directions is nonadiabatic [5], [10]. 

We can confirm this observation by looking at the charge 

transfer along the jump displayed on Fig. 5. In the [100] direc-

tion the charge follows the displacement (adiabatic behaviour) 

while in the [010] and [001] ones the charge is transferred from 

site A to B near the saddle point (nonadiabatic behaviour).   

Moreover, we show on Fig. 5 that as U increases, the bar-

rier also increases. This behaviour is consistent with the influ-

ence of U on polaron properties shown in Table 1. Further-

more, we also notice in Fig. 5 and Fig. 6 that the increase of U 

changes the energy profile of the barrier and the hopping dy-

namics. As U increases, the [100] hopping becomes more and 

more nonadiabatic as the barrier looks more sharp and the lo-

calized electron follows less the reaction coordinate.  

4) Polaron mobilities in crystalline V2O5  

To compute the polaron mobility, we consider only nearest 

neighbours for the hopping and we use 𝜈𝑒𝑓𝑓 = 1013𝐻𝑧 which 

is a typical value for TMO[11]. The reported experimental mo-

bility values measured at room temperature in V2O5 are scat-

tered and range from 1.84 ×
10−2𝑐𝑚2𝑉−1𝑠−1 [12] to 4.75𝑐𝑚2𝑉−1𝑠−1 [13]. The calcu-

lated mobility depends on the hopping direction and the value 

of U as shown in table 2. The mobility (µ = 5.5 ×
10−2𝑐𝑚2𝑉−1𝑠−1) along the [100] direction, computed with 
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U=3.25eV, is close to the value reported in [12]. Other direc-

tions and higher values of U give smaller mobilities which 

means that the hopping along the [100] direction is dominant. 

Results of Table 2 also illustrate the strong dependence on the 

U value as the mobility is shifted by several orders of magni-

tude with a change of only 1 eV of U.  

5) Conclusion 

We investigated the static and the transport properties of 

polaron in monocrystalline V2O5 starting from ab initio 

DFT+U method. We demonstrated the extraction of polaron 

hopping parameters by mapping the DFT ground state energies 

on the reaction coordinates to a model Hamiltonian. With our 

methodology we emphasise the sensitivity to the choice of 

Hubbard U, from the polaron self-trapping to its mobility. 

With U=3.25 eV (which is used in literature for V2O5 [14]), 

the computed mobility is in good agreement with some of the 

experimental data reported in the literature.  However, it is dif-

ficult to attribute experimentally one exact value of mobility 

for monocrystalline V2O5, because of its sensibility to defects 

(such as oxygen vacancies) during the fabrication process. 
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U(eV) Direction Linear Interpolation 

  E𝑎
𝐷𝐹𝑇(eV) E𝑎

𝐻𝑎𝑚(eV) HAB(eV) kET(300K)(Hz) µ(300K)(cm2V-1s-1) 

3.25 

[100] 0.07 0.07 0.14 5.82 × 1011 5.5 × 10−2 

[010] 0.23 0.22 5.9 × 10−5 1.64 × 104 1.6 × 10−9 

[001] 0.29 0.28 5.39 × 10−7 1.08 × 10−1 1.4 × 10−14 

4 

[100] 0.14 0.14 0.11 4.25 × 1010 4 × 10−3 
[010] 0.26 0.26 4.2 × 10−6 1.28 × 101 1.3 × 10−12 

[001] 0.30 0.30 1 × 10−5 1.34 × 101 1.7 × 10−12 

5 

[100] 0.23 0.23 0.06 1.14 × 109 1.1 × 10−4 

[010] 0.30 0.30 1.03 × 10−3 1.34 × 105 1.3 × 10−8 

[001] 0.34 0.34 4.36 × 10−3 4.63 × 105 5.8 × 10−8 

Table 1 : Transport parameters extracted from the fit to the Hamiltonian depending on the value of U and on the direction: 𝛥𝐺∗is the barrier energy  calculated 
with DFT+U, Ea is the activation energy of the Landau-Zener model, HAB is the coupling constant, kET is the transfer rate of Landau-Zener calculated at T=300K 
and µ is the mobility calculated at 300K with kET and the Einstein relation. 

 

Figure 6 : Charge transfer during the hop along the 
[100] direction with the LI method with 
U=3.25eV(black), U=4eV (blue) and U=5eV (red). 

Figure 1 : Relaxed supercell of orthorhombic V2O5  with 
the charge density isosurface of the polaron (yellow) 
localized on a V atom.  

Figure 5 : Polaron hopping energy barrier calculated 
with the LI method with U=3.25eV (black), U=4eV 
(blue) and U=5eV (red). Markers are DFT data and 
lines are fit to the Hamiltonian. 

Figure 4 : Charge transfer during the hopping along 
the three main directions with the LI method, dash 
lines are guide to the eye. Markers are magnetic 
moment normalized  from 0 to 1.  

Figure 3 : Polaron hopping energiy barrier  calculated 
with the LI method along 3 directions with U=3.25eV. 
Markers are DFT data and lines are fit to the 
Hamiltonian.  

 
U(eV) EPOL(eV) Magn.(µB) Dist.(%) 

3 0.10 0.992 3.74 
3.25 0.25 1.022 3.73 

3.5 0.25 1.045 4.07 

4 0.40 1.082 4.33 

4.5 0.42 1.112 4.54 

5 0.70 1.138 4.73 

    
Table 2 : Properties of the polaron depending on 
the U value: the polaron formation energy (EPOL), 
the magnetic moment on the Vanadium atom with 
the localized electron (Magn.) and the crystal 
distortion around the polaron (Dist.).  

 

Figure 2 : Global description of the Marcus theory for a two-state transfer.  
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Abstract 

   In this work we present a highly efficient method to 
perform quantum transport simulations on atomistic 
devices with metal contacts. In particular, we consider 
lateral heterostructures of silicide/semi-conductor/silicide 
and metal/semi-metal/metal which are constructed by the 
first-principles density functional theory (DFT) method. 
We show that large-sized heterostructure DFT 
Hamiltonian can be effectively reduced, while not losing 
the accuracy in a practical sense, enabling highly efficient 
calculation of the electrical transport properties of the 
devices based on the non-equilibrium Green’s function 
(NEGF) method. 

Introduction 
   As the role of the interfaces, junctions and contacts is 
increasingly important in ultra-scaled devices, it has 
become necessary to include them as integral parts of 
simulated device. Although the empirical tight binding 
(ETB) method combined with the NEGF method is the 
state-of-the-art atomistic device simulation methodology, 
it has serious limitations in dealing with heterogeneous 
structures consisting of different materials. The parameter-
free DFT method which is naturally suited for the problem 
is therefore called for. 
   A major obstacle of adopting DFT method in device 
simulations is the computational burden of handling large-
sized DFT Hamiltonian. This must be overcome if the DFT 
Hamiltonian is to be actively used in realistic device 
simulations in place of ETB. In this regard, the 
Hamiltonian size reduction method is attractive because 
the computational time and resources can be reduced by a 
few orders of magnitude, while the errors in the charge 
density and current are kept within a few percents or less. 
The reduction method for DFT Hamiltonian has been 
developed for homogeneous structures [1,2] and recently 
extended to treat heterostructures [3]. In this work, we 
further extend the application of the latter method to 
heterogeneous structures with metallic contacts, paving the 
way for realistic simulations of future generation logic and 
memory devices at the atomistic scale. 

Simulation Approach 
   A generic lateral heterostructure device consisting of 
three different materials, represented by unit cells A, B, and 
C, is shown in Fig. 1 (a). Between two materials there are 
junction cells 𝐽! that represent spatially transient behavior 
in terms of the atom species and their positions. We form a 
supercell that consists of minimal number of cells with 
which the device in Fig. 1 (a) can be constructed. See Fig. 
1 (b). We relax the supercell by the DFT method and 
extract its Hamiltonian which is a block matrix (Fig. 1 (c)). 
We then perform the Hamiltonian reduction as follows. 
   The basic idea of the Hamiltonian size reduction method 
is to unitarily transform the full Hamiltonian to a smaller 
sized matrix within an energy window of interest where the 

charge transport takes place. This is possible by 
constructing a transformation matrix 𝑈 consisting of a few 
selected Bloch states within the energy window and 
removing any unphysical states arising from the 
transformation [1]. For heterostructures, it is not feasible to 
obtain the Bloch states of each component cell as some 
cells like junction cells cannot be repeated periodically. 
Instead, we solve for the Bloch states of the supercell of 
Fig. 1 (b) and form a matrix 𝒰"#  consisting of the 
supercell Bloch states. We then make an initial diagonal 
matrix 𝒰  by placing sub-blocks of 𝒰"#  to the diagonal 
entries as shown in Fig. 1 (d). Then we remove the 
unphysical states on a block-by-block basis so as to retain 
the block diagonal form of 𝒰  [3]. If all the unphysical 
branches are cleared, we obtain the effective supercell each 
block of which is reduced in its Hamiltonian size (Fig. 1 
(d)). With the effective heterostructure Hamiltonian, we 
reconstruct the device and apply the NEGF method to 
calculate the charge density and current (Fig. 1 (e)).  

Results 
   We applied the method described above to calculate the 
electrical properties of silicide/semiconductor and 
metal/semi-metal devices. For the former, NiSi/Si/NiSi 
Schottky barrier structure in the nanowire geometry (Fig. 2 
(a)) is considered where NiSi silicide is assumed a crystal 
phase and shows metallic behavior. The supercell consists 
of 10 blocks of total 533 atoms, where block 1 and block 6 
are NiSi and Si unit cells, respectively, and blocks 3, 4 and 
8, 9 are the junction cells (see the caption of Fig. 2 for 
blocks 10, 2 and 5, 7). The periodic boundary condition 
was applied to the supercell. We used the SIESTA package 
to relax the supercell until the maximum force on any of 
the atoms becomes less than 0.04 eV/Å. A standard GGA-
PBE functional with the DZP pseudoatomic orbital basis 
set was used for the DFT method. In the junction cells, the 
atoms are seen unorderly positioned as the stress due to the 
lattice mismatch is applied in the regions. Fig. 2 (b) shows 

Fig. 1: Steps for lateral heterostructure device simulations by the 
heterostructure Hamiltonian reduction method. See the text. 
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the result of the heterostructure Hamiltonian reduction in 
the energy window of -3.0 eV to -1.5 eV. The Hamiltonian 
size is reduced by about 15 %. Figs. 2 (c) and (d) show that 
the local density of states (LDOS) and transmission are 
excellently reproduced by using the reduced-sized 
effective Hamiltonian, while the computation speed is 
more than 2 orders faster. In Fig. 2 (e), the interface energy 
states are clearly seen at the silicide/semiconductor 
junction. 
   Fig. 3 shows TiN/Sb/TiN heterostructure where a-few-
layer Sb semi-metal is contacted with TiN metal, with a 

potential application as a next-generation phase-change 
memory in mind. The supercell with total of 580 atoms are 
similarly handled to yield the reduced-sized effective 
Hamiltonian, which excellently reproduces the 
transmission in the energy window of 1.5 eV wide (Fig. 3 
(b)). 
 
References 
[1] M. Shin et al., J. Appl. Phys., 119, 154505 (2016). 
[2] M. Shin et al., IEDM 2017. 
[3] M. Shin, J. Appl. Phys., 130, 104303 (2021

 

(b) 

(a) 

Fig. 2. (a) NiSi/Si/NiSi supercell consisting of 10 blocks. The supercell in the nanowire geometry is 8.2 nm long and 
1.0 nm in diameter. Red and blue balls represent Ni and Si atoms, respectively, and small empty balls hydrogen 
passivation atoms. Blocks 10, 2, and 5, 7 are the junction cells according to Fig. 1 but may as well be called the buffer 
cells as they are only slightly different from the unit cells as their colors indicate in the upper panel. (b) Table of number 
of atoms (𝑁!"#$), size of full Hamiltonian (𝑁%) and size of the reduced Hamiltonian (𝑛%) of each block. (c) LDOS at 
the left junction and (d) transmission calculated by the full Hamiltonian (black lines) and reduced-sized Hamiltonian 
(red dots with thin lines). (e) LDOS profile around the left junction. The energy states in the junction region are 
highlighted by the red color. 

Fig. 3: (a) TiN/Sb structure in the thin film geometry. The supercell is 7.5 nm long,1.0 nm thick and periodic in the 
perpendicular direction. (b) Transmission calculated by the full Hamiltonian (black lines) and reduced-sized 
Hamiltonian (red dots with thin lines).    

1 2 3 4 5 6 7 8 9 10 1

NiSi Junction Si Junction NiSi

(e) 

(c) 

(d) 

(a) (b) 

Cell 1 2 3 4 5 6 7 8 9 10
!!"#$ 64 64 64 43 41 41 41 46 65 64
!% 896 896 894 433 373 373 373 532 911 896
"% 124 124 99 79 57 57 57 82 99 109
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The semiconductors  InN,  GaN and their  alloy  (In,Ga)N have  attracted  significant
attention for optoelectronic device applications in the visible spectral range [1]. Unlike other
III-V materials, the electronic and optical properties of (In,Ga)N heterostructures are strongly
impacted by alloy fluctuation-induced carrier  localization effects  [2].  Recent studies have
focused on the impact carrier localization has on charge carrier transport in (In,Ga)N based
light emitting diodes (LEDs) [3].

In this work we study carrier transport in (In,Ga)N/GaN quantum well (QW) systems
by connecting an atomistic tight-binding (TB) model to a 3D continuum-based drift-diffusion
framework  utilizing  ddfermi  [4,5].  A schematic  of  the  workflow  is  shown  in  Figure  1.
Starting from atomistic tight-binding, we construct a local Hamiltonian at each lattice site
which is used to extract an (alloy disordered) energy landscape describing the valence band
and  conduction  band  confining  potentials  [6].  The  energy  landscape  generated  on  an
atomistic  level  accounts  for  (local)  strain  and  polarization  effects.  The  obtained  (locally
fluctuating)  band  edges  are  placed  on  an  atomistic  finite  volume  mesh,  which  is  then
embedded within a sparse device mesh describing the device where alloy fluctuations are not
critical (e.g. (p- or n-) doped GaN regions). In doing so we can simulate full devices while
maintaining a feasible numerical burden. Localization landscape theory has been employed to
account for quantum corrections via an effective confining potential [7]. 

To  investigate  the  impact  of  alloy  fluctuations  on  carrier  transport,  random alloy
calculations are compared to a virtual crystal approximation (VCA). In a VCA any spatial
fluctuations in alloy composition in the QW are neglected, and piecewise constant effective
material parameters are used within this region; this is a 3D analogy of the 1D simulations
available in many commercial software packages. We use a 3D model in order to compare
with random alloy calculations,  where a description of the system in-plane is required to
capture alloy disorder. To separate the impact of alloy fluctuations on carrier transport from
other effects (e.g., recombination) the framework is first applied to uni-polar systems for both
electrons and holes by embedding the QWs in n- and p-doped GaN barriers, respectively. 

Our results  show that in the case of electrons,  a VCA gives a  significantly lower
current  density  than  the  random  alloy  calculations  at  fixed  bias  [4].   Including  alloy
fluctuations leads to a softening of the potential barriers at the QW interfaces which is not
captured in a VCA. Quantum corrections included via localization landscape theory result in
a further softening of this barrier which leads to an increase in current in both the VCA and
random alloy calculations.  

Figure 1: Schematic of workflow to connect the atomistic tight-binding framework to the continuum 
drift-diffusion solver (ddfermi). 
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Holes  show contrasting results:  the current  density  of  a  VCA  exceeds the  current
density in a random alloy calculation [8]. This is due to the high hole effective mass, which
leads  to  strong  alloy-disorder-induced  carrier  localization  within  the  QW  region  when
including alloy fluctuations. This is visualized in Figures 2 and 3 where the valence band
edge and hole charge densities are shown for random alloy calculations excluding (purple)
and including (green) quantum corrections; VCA results are also presented (black, dashed).
Here the impact of the alloy fluctuations is visible in the valence band edge leading to an
increased hole density within the QW compared to the VCA; the coupling of the valence
band edge, Fermi levels and charge densities with the device potential leads to a depletion of
holes in the GaN barrier material. In turn, this results in an increased resistance in the barrier
due to fluctuations in the QW.  The quantum corrections have the impact of reducing the
strong fluctuations in the QW band edges, however,  a depletion of charge carriers in the
barrier still occurs resulting in a reduced current compared to VCA.

Equipped with this framework we extend our study to an LED p-i-n junction. We will
present  results  on  the  impact  of  alloy  fluctuations  on  charge  carrier  distribution  and
recombination processes across an (In,Ga)N/GaN  multi-QW system.
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[2] S. Schulz et al., Phys. Rev. B. 91, 035439 (2015)
[3] C.-K. Li et al., Phys. Rev. B. 95, 144206 (2017)
[4] M. O’Donovan et al., J. Appl. Phys. 130, 065702 (2021)
[5] D. H. Doan et al., http://doi.org/10.20347/WIAS.SOFTWARE.DDFERMI (2016)
[6] D. Chaudhuri et al., J. Appl. Phys. 129, 073104 (2021)
[7] M. Filoche et al., Phys. Rev. B. 95, 144204 (2017)
[8] M. O’Donovan et al., preprint at https://doi.org/10.48550/arXiv.2111.01644  (2021)

Figure 3: Hole charge density averaged over 
each atomic plane in a single quantum well (QW)
embedded in p-doped GaN barrier at a bias of 
1.0 V. Results are shown for a random alloy 
calculation excluding quantum corrections 
(purple), a random alloy calculation including 
quantum corrections via localization landscape 
theory (LLT) (green) and a virtual crystal 
approximation (black, dashed).

Figure 2: Valence band edge profile along the 
transport direction of a 3 nm single quantum well
(QW) embedded in p-doped GaN barriers at 
equilibrium. Results are shown for a random 
alloy calculation excluding quantum corrections 
(purple), a random alloy calculation including 
quantum corrections via localization landscape 
theory (LLT) (green) and a virtual crystal 
approximation (black, dashed).
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Abstract – Motivation and Achievement 

Cryogenic electronics is important for many mission-

critical applications such as quantum computer and quan-

tum sensing interfaces [1], space exploration electronics 

[2], and high-performance cryogenic servers [3]. Technol-

ogy Computer-Aided Design (TCAD) offers a very cost-

effective way of exploring the design space of cryogenic 

electronics and there has been tremendous progress in the 

calibration, modeling, and simulation methodologies of 

cryogenic electronic simulation recently [4][5]. However, 

cryogenic ab-initio quantum transport simulation, which is 

important to study devices with LG < 20nm and, particu-

larly, their sub-threshold behavior, is still difficult and not 

studied systematically. 

In this paper, we propose a simulation methodology for 

robust and accurate ab-initio quantum transport simulation 

down to 3K of an n-type Si nanowire. This is important to 

understand the subthreshold swing (SS) at cryogenic tem-

perature. We show that for LG = 10nm, the SS is fully dom-

inated by direct tunneling at cryogenic temperature, which 

is the first time to be demonstrated using ab initio simula-

tion, to the best of our knowledge. We propose a method to 

achieve more than 2X speed up in the simulation and 

achieve convergence at high gate biases. 

Simulation Setup 

QuantumATK is used in this study [6]. A Silicon unit 

cell is cleaved in <100> direction, repeated 2 times in both 

transverse directions (A and B), and passivated with hydro-

gen using sp3 hybridization (Fig. 1). The structure is re-

laxed using LCAO with GGA for exchange-correlation and 

PseudoDojo for pseudopotential. The relaxed structure is 

repeated 60 times in the longitudinal direction (C) to form 

a 30nm nanowire and a cylindrical gate of LG is added (Fig. 

1). The equivalent oxide thickness (EOT) is about 1.6nm. 

An electrode length of 5.4nm is used for both the source 

and drain electrodes. The same LCAO settings are used for 

quantum transport simulation. Since it is a gate-all-around 

(GAA) structure, the Dirichlet boundary condition is ap-

plied in all directions in the Poisson solver. To achieve a 

reasonable simulation time, the parallel conjugate gradient 

is used for the Poisson solver. The n-type Source/Drain is 

doped to a level such that the Fermi level is above the con-

duction band using the compensation charge method. The 

channel is doped with p-type. 

Energy Broadening and Source/Drain Doping 

Typical ab initio calculation uses the electron ground 

state energy for calculations and, thus, the quantities calcu-

lated such as the transmission coefficient and Local Den-

sity of States (LDOS) are for 0K. However, the conver-

gence can be very bad due to the discontinuity in electron 

occupation at 0K. Often, energy broadening is applied to 

the Fermi-Dirac (FD) distribution in the calculation to 

smear out the electron distribution for better convergence. 

Note that this is not the FD at the electrodes. Eq. (1) shows 

the FD equation with TB being the broadening temperature 

and kTB representing the energy broadening. The occupa-

tion probability of a state at energy 𝜖 is, 

𝑓 = (1 + 𝑒
𝜖−𝜇

𝑘𝑇𝐵)
−1

                    (1) 

where k and  are the Boltzmann constant and Fermi en-

ergy, respectively. At room temperature simulations, often 

TB as large as 1000K is used for good convergence. Fig. 2 

shows the IDVG simulated with various TB and electrode 

temperatures, T. Note that T represents the operating tem-

peratures of the device as it determines the electron distri-

bution at the electrodes, and TB is just the parameter for 

electron structure calculations. For T = 300K, consistent 

results are obtained with TB < 200K. However, TB < 5K is 

required for T = 3K simulation. Therefore, TB = 5K is used 

in this study. 

While setting TB = 5K worsens the convergence, it 

brings another positive effect toward more accurate and ro-

bust simulations. It is found that a large TB can cause Fermi 

level in the heavily doped source/drain to shift into the 

 
Figure 1: The cross-section and 3D views of the nanowire simulated. 

LG = 10nm is shown. Gate radius is 9Å. Gate dielectric is vacuum with 

EOT~1.6nm. 

 
Figure 2: IDVG of the nanowire with LG=5nm at T = 300K (Left) 

and T = 3K (Right) with various TB. VD=50mV. 

 
Figure 3: IDVG of the nanowire with LG=5nm at T = 300K and T = 

10K when the Fermi level is 80meV below the CB with S/D doping 

of 1021cm-3 and TB=1000K. VD=50mV. 
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bandgap. Fig. 3 shows that when the doping is 1021cm-3 and 

TB = 1000K, the Fermi level is below the CB by 80meV 

and there is finite current for T = 300K but almost no cur-

rent for T = 10K or below. However, using a large S/D 

doping will worsens the convergence due to the large dop-

ing gradient between the S/D and the channel. Fortunately, 

smaller TB provides more accurate simulation and smaller 

S/D doping is required to keep the Fermi level above the 

conduction band. Fig. 4 shows the S/D doping concentra-

tion required to keep the Fermi level 18meV above the CB 

at various TB. With TB=5K, only 5×1020cm-3 is required. 

Fig. 5 shows the LDOS of the device studied with VD = 0V 

and VG = 0V and the electrodes' Fermi levels. 

Origin of SS Saturation in LG=10nm Device 

The SS slope of the GAA nanowire is then studied at 

various electrode/operation temperatures, T, using TB = 5K. 

To further improve convergence, TB = 300K is used as an 

initial solution at VG = 0V and VD = 50mV. Fig. 6 shows 

the IDVG curves. The full IV curve is possible because of 

the robust setup. Fig. 7 shows the speed up by using lower 

S/D doping which is enabled by using TB = 5K.  It can be 

seen that the subthreshold slope stops following the Boltz-

mann statistics (SS = ln(10)kT/q) when T = 77K. The sub-

threshold current is found to be dominated by the tunneling 

current at T < 77K by fitting to the tunneling equation of a 

rectangular barrier. There is no advantage going to T = 3K 

operation in terms of off-state leakage unless a very low 

VTH device is needed as there is still a 10X reduction in 

leakage at 0.5V from 77K to 3K (equivalent to having 

VTH=0.1V). 

 

Conclusions 

For the first time, we completed a full IDVG simulation 

of an LG=10nm nanowire at T=3K. We proposed a meth-

odology to achieve an accurate and robust cryogenic ab in-

itio quantum transport simulation down to 3K. It is proved 

that the leakage is dominated by tunneling at 3K but there 

is about a 10X reduction in leakage if a VTH = 0.1V device 

is used. 
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Figure 4: Source/Drain doping concentration requied to keep 

the Fermi level 18meV above the CB. 

 
 

Figure 5: LDOS of the nanowire with VG = 0V. TB = 5K is used. 

LG=10nm. 

 
 

Figure 6: IDVG of the nanowire with LG=10nm at various T with 

TB = 5K and S/D doping of 5×1020cm-3. 

 
 

Figure 7: Number of steps to achieve convergence at each gate 

bias for the IDVG in Fig. 6. 
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A compact physical expression for the static drain current in heterojunction barrier CNTFETs
Manojkumar Annamalai and Michael Schröter, Senior Memeber IEEE 

Chair for Electron Devices and Integrated Circuits, Technische Universität Dresden, Germany

Carbon nanotube field-effect transistors (CNTFETs) are promising candidates for future high-speed/-frequency system-on-
chip applications, including highly linear radio-frequency (RF) front-ends integrated with digital CMOS electronics [1-3]. An-
alog high-frequency (HF) CNTFETs fabricated at wafer-scale recently achieved cut-off frequencies around 100 GHz [4] which
is at the same level as that of RF CMOS. For designing analog RF CNTFET circuits, an accurate compact model is needed,
which must accurately describe the drain current and tube charge over a wide bias range. Existing compact expressions for the
drain current that assume ohmic contacts [5] are not suitable for describing actual fabricated CNTFETs which exhibit a hetero-
junction barrier (HB) at the contact-CNT interface so that the drain current is determined by tunneling through that barrier.
Compact drain current formulations based on an energy independent tunneling transmission factor [6] or based on either Airy
functions or even numerical integration of the Landauer equation that include the impact of HBs [7-9] are computationally ex-
pensive for circuit simulation and contain model parameters that are difficult to determine by measurements. Given these chal-
lenges, this paper presents a novel compact physics-based description for the drain current of HB CNTFETs that is based on a
closed-form analytical solution of the Landauer equation. The single continuous formulation is valid for both Fermi- and Boltz-
mann statistics without the necessity of partitioning the energy (and hence the bias) region and includes the energy dependence
of the transmission factor. 

For the investigation pursued here, a single-tube within the 3D unit cell structure, which may be part of a multi-tube CNT-
FET, with top gate electrode located symmetrically between source and drain contact as shown in Fig. 1(a) was simulated. The
simulation is facilitated by a computationally efficient simulation approach based on augmented drift-diffusion transport (aDD)
with WKB boundary conditions and coupled with a 3D Poisson solver [10]. The schematic band diagram, shown in Fig. 1(b),
presents the different current components of the total source injected current as well as the influence of gate and drain voltages
on the band edges. The schematic also shows the possible multiple scattering of injected carriers between the barriers. 

At low injection (subthreshold region) the conduction band edge underneath the gate at zt exceeds the top of the barrier, i.e.
WFS + qΦbn, resulting in the thermionic emission of carriers. The Landauer integral is solved analytically for the thermionic
current In,thS by assuming an energy and bias independent transmission factor. In,thS increases with gate-source (GS) voltage
until the flat band case, i.e. the band edge equaling WFS + qΦbn. From thereon In,thS becomes bias independent and a function
of just the barrier height. With further increase in GS voltage, the conduction band edge drops below WFS + qΦbn and tunneling
through the HB (In,tuS) dominates the total source injected current, and the transmission factor TnS in the Landauer integral be-
comes strongly energy dependent. Since the shape of the HB, rather than its extent, determines the transmission of the carriers,
it is convenient to approximate the band edge near the channel end with an exponential function, which agrees well with the
simulation results as shown in Fig. 2(a), and use a single energy point at the middle of the conduction band edge WCt coupled
to the gate potential. The Landauer integrand, given by the function ftu = fnTnS, with fn as the Fermi-function, is displayed on
the right of Fig. 2(a). Calculating ftu using the source Fermi level WFS and the analytical expression of TnS based on an expo-
nential barrier profile agrees well with the result from device simulation. Realizing that the energy dependence of the transmis-
sion distribution has the shape of the Gaussian, it can be approximated by ftu ≈ ftu,pexp(-((W-Wp,tu)/σtu)2); the transmission
distribution function reaches its peak value ftu,p at Wp,tu with σtu as its standard deviation. Since the transmission distribution
and its Gaussian approximation decrease to negligible values towards the boundaries of the integration interval, the integration
limits can be replaced by ±∞, yielding after multiplication with 4q/h the closed-form solution for the source injected tunneling
current . The integral is pictorially represented by the shaded region in Fig. 2(a). 

Based on the observed behavior of Wp,tu and σtu characterizing the Gaussian approximation of the ftu, shown in Fig. 2(b),
their bias dependence, especially the smooth transition from the subthreshold to the high-injection region, is modeled accord-
ingly. The bias dependent function ftu,p requires the evaluation of both the Fermi function and the transmission factor at the
peak energy Wp,tu of the transmission distribution. The drain injected current component is calculated similarly, and the total
current formulation includes multiple-backscattering at the hetero-barriers. The effect of carriers scattering along the channel
at higher drain-source (DS) voltages is taken into account by a computationally simple function [11]. The resulting compact
physical current expression shows good agreement with the device simulation results as shown in Fig. 3(a-d). Furthermore, ex-
cellent agreement of drain current and transconductance with measured data from the multi-tube HF CNTFET in [12] is ob-
served in Fig. 3(e, f), confirming the suitability of the new current formulation also for fabricated devices. The developed
formulation has been integrated into our compact CNTFET model [11]. 
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[3] M. Schröter et al., IEEE J. of the Electron Devices Society, vol. 1, no. 1, pp. 9–20, 2013.
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Fig. 1: (a) 3D view of the simulated top-gate CNTFET unit cell. (b) Schematic band diagram at low VD’S’ and high VG’S’ with
qΦbn as barrier height 

Fig. 2: (a) Spatial dependence of conduction band edge near the source end of the channel (left) and transmission distribution
function versus energy (right). (b) Bias dependence of the variables determining the Gaussian approximation deter-
mined from ftu with numerical TnS (symbols) and analytical TnS (lines).

Fig. 3: Comparison between compact model (lines) and numerical simulation (symbols) for (a), (b) transfer characteristic and
transconductance; (c), (d) output characteristics and conductance as a function of internal GS and DS voltage. Com-
parison between compact model (lines) and measurements of a HF CNTFET (symbols) for (e) drain current and (f)
transconductance as a function of external GS and DS voltage.
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Enabling medium thick gate oxide devices in 22FDX® technology for switch and 

high-performance amplifier application 
 

Tom Herrmann1, Alban Zaka1, Zhixing Zhao1, Binit Syamal1, Wafa Arfaoui1, Ruchil Jain1, Ming-Cheng 

Chang1, Sameer Jain2, Shih Ni Ong3 
1GlobalFoundries Dresden 2GlobalFoundries Malta 3GlobalFoundries Singapore  

1) Introduction 

22FDX® platform constitutes an excellent choice for RF and mmWave application combined with superior 

low power logic performance and non-volatile memory [1]. Extension of the platform offering entails trade-

offs between device performance and application-specific reliability criteria. In this work, we focus on the 

optimization of the medium-thick gate oxide devices from a device performance perspective, targeting high-

performance amplifier and switch applications. We make use of the well-known gate length scaling effect 

combined with a modified Source/Drain doping profile [2,3]. 

2) TCAD setup and calibration 

Following the calibration strategy of the thin gate oxide devices [4], medium thick devices have been 

calibrated based on DC, AC and RF data in SProcess and SDevice including all relevant process steps. Fig. 1 

shows the architecture and doping profile of the NFET device featuring an undoped channel and nwell below 

the BOX. Fig.2 shows the TCAD to HW correlation for under-, regular- and over-drive device (different VDD 

and gate length – LG) and well type below the BOX (SLVT-nwell / LVT-pwell) for typical DC parameters 

on a single finger structure. The standard quantum-corrected drift-diffusion with a unique process and device 

model parameter set is used throughout the study [5]. Fig.3 finally shows TCAD vs. HW comparison in 

terms of Ft, Fmax and gm for the under-drive device with a satisfactory agreement on a multi-finger structure. 

With confidence in the initial TCAD ability to mimic measurements, it was used to optimize tradeoffs and 

obtain state-of-the-art performance. 

3) Scaling effects in 22FDX® platform 

To ensure low HCI degradation medium thick oxide devices have graded junctions to reduce the electrical 

field at the drain to gate edge. Fig.4 shows the doping profile of two processes, P-1 and P-2 with a long, 

respectively short, extension of the high-doping region towards the gate. The graded junction shows up to 

30% peak electric field reduction under worse HCI conditions. On the other hand, having a more abrupt 

doping profile improves the threshold voltage roll-off and reduces DIBL, thus enabling shorter gates with 

good electrostatic behavior (Fig. 5). Since the under-drive devices have margin to pass the HCI criteria 

(driven by the lower VDD) the more abrupt doping profile of P-2 combined with a shrink in the gate length 

will still be sufficient. Furthermore, the Drain leakage current and the device linear resistance at constant 

drain bias (Ron) is significantly reduced (Fig. 6). The Ron reduction is driven by a better channel mobility due 

to the absence of dopants in the portion of channel under the gate. P-1 and P-2 process minimize Ron with 

gate length reduction having same slope, which means P-1 performance is worse, since Vtlin scaling is 

stronger. Looking at the RF FoMs in Fig.7, Ft shows a stable upward trend with device scaling and a 

negligible sensitivity to the gate overlap. Fmax shows some gain as we scale the device, particularly with P-2. 

However, Fmax is saturating for the shortest gates. Here the 2D TCAD simulations are using a gate length 

dependent lumped resistance at the gate contact to mimic the vertical and horizontal resistance of the 3D 

structure. Fig.8 shows that significant improvements of Ft and Fmax are obtained at high drain current and 

less, but still visible, at low drain currents for a combination of shorter gates and P-2. The minimum gate 

length possible will additionally be defined by the application specific reliability criterion. 

Fig. 9 depicts the Coff*Ron FoM for switch application [6], which is improved with shorter gates and P-2 

process. Furthermore, the leakage current is only marginally increased at the same threshold voltage and the 

drain breakdown voltage can be maintained at a high level visible in the Coff*Ron/Vmax metric. Using LVT 

device construction would further reduce the leakage current at marginally lower Coff*Ron and Coff*Ron/Vmax, 

later FoM saturating for P-2 at about -30nm gate length. The simulation data shows encouraging results for a 

switch device candidate and the device implementation in switch design will be further studied.  

Despite the RF FoMs previously discussed, Ron, gate capacitance (CGG) and leakage current are also 

important parameters which amplifier designers pay close attention to. The steeper doping profile of P-2 is 

reducing the gate-drain capacitance (CGD) and the gate scaling benefits the overall CGG, illustrated in Fig. 10. 

Ron and Idoff have already been shown to reduce with gate length scaling and P-2 process. Combining the 

back bias (BB) capability of FDSOI devices, further reduction of the drain leakage (reverse BB) at a little 

cost of Ron can be achieved, makes it an attractive feature for amplifiers (Fig. 10).  
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Fig.1: TCAD device structure and doping profile 

 
Fig.2: DC calibration (TCAD – open / HW – filled sym.) 

 

 

 
Fig.3: RF calibration and FoM extraction methods (TCAD - 

solid line / HW - squares) 

 
Fig.4: Doping profile and horizontal electrical field at 

VDS=VGS=1.2V for P-1 and P-2 process 

 
Fig.5: Saturation threshold voltage and DIBL  

 
Fig.6: Ron and Drain leakage current 

 
Fig.7: Ft and Fmax scaling 

 
Fig.8: Ft and /Fmax vs. drain current for P-1/P-2 process 

and two gate length at VDS=1.2V 

 
Fig.9: Coff*Ron and Coff*Ron/Vmax for P-1/P-2 process and 

n/pwell back gate doping 

 
Fig.10: Idoff/Ron for VBS=0V/-0.8V(BB) for different 

gate length and CGD (VGS=0V)/CGG (VGS=1.2V) 
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Fully Depleted SOI MOSFET for L-UTSOI model 
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Abstract:  The Fully-Depleted Silicon On Insulator (FDSOI) technologies are deployed for a wide range of RF applications at 

high frequency operation. Usually, the surface potential based compact models of MOSFET (implemented in SPICE) are built 

within the Quasi-Static (QS) approximation, which means that continuity equation has no temporal dependence and consequently 

carriers are not dynamically affected along the channel. This paper describes the recent improvements of L-UTSOI standard 

model by the adaptation of the NQS-RTA model from literature to enhance it. This new feature has been validated using the 

segmented model approach and silicon experimental data. 

 Keywords: NQS, L-UTSOI, compact model, SPICE, FDSOI.  

1) NQS SPICE modeling: between complexity and efficiency. 

Under a high-frequency operation, the charge modulation in MOSFET may no longer follow the signal instantaneously, 

leading to a so-called Non-Quasi-Static (NQS) effect. It has been largely explored in literature for SPICE, analytical or small-

signal modeling where different models or methodologies have been proposed [1-8].  

From a SPICE model usage point of view, the most accurate solution is to break down the MOSFET in N equal channel 

segments using an appropriate methodology for parameter setting and physical effects activation [7-8]. Independently of the 

runtime that is, strictly speaking dependent of the number of transistors (ie. segments) solved in SPICE netlist. The main limita-

tion of the segmented model is the parameter extraction adapted to all physical phenomena (such as SCE, DIBL, GIDL, saturation 

velocity …) that cannot be topologically segmented (such as low field mobility). For example, constant part of source or drain 

resistance is externally set (RSW1 parameter in L-UTSOI [10] is replace by external resistance at source and drain of equivalent 

circuit), but the corresponding voltage dependencies are more difficult to handle (RSGO parameter in L-UTSOI [10]). 

Another method is the spline collocation-based approach [4-5] where the 1D current continuity equation is solved. In practice, 

the user chooses the number of channel partitions that defines the number of collocation points. The channel charge density is 

then approximated by a cubic spline through these collocation points. Each collocation point (up to 9 in PSP model through 

SWNQS parameter [5]) corresponds to an additional RC branch where an equivalent number of internal nodes (in addition to 

modeling equation) is necessary to achieve a good accuracy with respect to the segmented model. Even if the parameter extrac-

tion is not affected (only extra mobility parameter MUNQS is used for the transition frequency modulation), the spline colloca-

tion-based approach is difficult to apply to models such as L-UTSOI without compromising the runtime efficiency and the 

robustness of the simulations. 

Finally, the most popular simplified approach is the use of Relaxation Time Approximation (RTA), which reduces the extra 

runtime and improves convergence, but with lower accuracy [1-3]. The principle is to use an extra sub-circuit to filter the charge, 

and incorporate a time dependence. Initial implementation [1-2] used a QS calculation of the partition from the inversion charge 

to drain charge, but as explained in [3], it is more efficient to apply the RTA to both the inversion and drain charges. 

2) Segmented model vs RTA NQS in L-UTSOI: model and discussion.  

L-UTSOI is the first available standard compact model able to describe the behavior of an ultra-thin body and BOX FDSOI 

transistor including strongly inverted back interface [10-11]. Regarding NQS modeling, we firstly illustrate the segmented model 

case with ten segments (cf. fig 1.a) by using similar methodology as [7]. As depicted in figure 2, we reproduce exactly the TCAD 

simulation results on the DC (fig. 2.a) and frequency dependent figures of merit (fig. 2.b & 2.c). However, as explained in the 

previous part, this approach has some limitations (runtime, complexity...). Thus, we propose to use the NQS-RTA in L-UTSOI. 

The global topology is illustrated in figure 1.b where the RTA equations (1) is solved for QI and QD by the circuit simulator 

thanks to the use of internal nodes. The relaxation time is given by equation (2), similar to [2-3]. An empirical pole is added to 

improve a little bit the accuracy through the partition parameter α ∈ [0,1] with an associated relaxation time Kα. Thus, equations 

(3-4) represent the temporal part of the terminal currents. 

Figure 2.b & 2.c illustrate clearly the good accuracy of NQS-RTA model up to twice the transition frequency. Interestingly 

on figure 2.d & 2.e, the model is also able to capture the back bias dependence, including the back channel inversion charge 

since Qi naturally includes this effect. Figure 3 is a comparison on long and wide experimental device on 28nm FDSOI. We 

show here for a full range of VDS & VGS, the capability of the NQS-RTA model to reproduce measurements. Note that QS 

extraction (low frequency) is not illustrated here, but follows the usual extraction flow, only KDRIFT and KDIFF are extracted. 

Figure 4 shows the simulation of “killer” NOR gate circuit which is a good benchmark of NQS interest [4]. The large peak, 

observed in QS condition due to a non physical current from the top transistor, is strongly reduced when we use the NQS model. 

As expected, this peak modulation is directly dependent on the model’s parameters setting. In practice, since NQS implementa-

tion is an “end of code” charge filtering, which is relatively “light” in term of implementation (simulation of 11 stages Ring 

Oscillator Fan-Out 4 shows a runtime increase around 20%). In conclusion, the adaptation of NQS-RTA model in L-UTSOI is 

the right compromise between runtime, accuracy and simplicity in comparison to the segmented model, while preserving the 

description of back interface inversion. 

 
 References: [1] M. Chan et, vol 45, no. 4, april 1998; [2] D. Navarro et al, TED, vol 53, no. 9, September 2006; [3] Z. Zhu et al, TED, 

vol 59, no. 5, May 2012; [4] H. Wang et al, TED, vol 53, no. 9, September 2006; [5] PSP 103.7 Verilog-A and documentation. 

http://www.cea.fr/cea-tech/leti/pspsupport; [6] A-S. Porret et al; TED, vol ED-32, no. 11, Nov 1985; [7] A.J. Sholten et al, IEDM 1999; [8] M. 

Bucher et al, SSE 52 (2008); [9] M. Bagheri & Y. Tsividis, TED, vol 62, no. 9, September 2015 [10] T. Poiroux et al, TED, vol 62, no. 9, 

September 2015; [11] L-UTSOI 103.5 Verilog-A and documentation https://www.cea.fr/cea-tech/leti/l-utsoisupport. 
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Abstract—In this paper, we have developed a channel-

potential-based circuit model of charge trapping flash (CTF) 

memory devices with 3D vertical gate-all-around (GAA) 

structure. To achieve accurate performance and dynamic 

operations, BSIM-CMG Verilog-A model using cylindrical 

GAA structure and equivalent circuit describing single 

modeling unit composed of metal gate, charge trapping layer, 

tunneling/blocking oxide, and poly-Si layer are used. For 

determination of the accurate potential level of boosted channel 

and dynamic operation, SPICE simulation results show good 

agreement with experimental data of incremental step pulse 

programming (ISPP) and technology computer-aided-design 

(TCAD) simulation results of positively boosted channel 

electrostatic potential. 

Keywords—Compact model, BSIM-CMG, 3D CTF memory 

I. INTRODUCTION 

For the scaling down of the memory devices, charge 
trapping flash (CTF) memory with 3D vertical structure is 
regarded as a good alternative, solving the capacitive-coupling 
issues and the reliability with a larger storage area compared 
to planar short channel structure [1][2]. And the growing 
demands of mobile computing and data centers continue to 
drive the need for high capacity and performance of 3D 
vertical NAND flash technology. However, scaling down of 
flash memory cell size still has a limitation in improving the 
performance of devices as the cell-to-cell interference is 
increased [3]. Furthermore, CTF memory with 3D vertical 
structure shows much more complex behavior in channel 
operation than the conventional planar memory devices due to 
the poly-Si channel with floated body. This brings an essential 
requirement of accurate compact model for dynamic circuit-
level simulation to design optimized and advanced multilevel 
memory devices. Although compact model based on circuit-
level operation of Flash memory has been reported previously 
[4][5], it is mainly focused on conventional planar structures 
and several models proposed recently are developed for the 
numerical simulation or calculation in order to get the insights 
of the characteristics [6][7][8]. 

In this work, we have developed an accurate compact 
model for 3D CTF memory devices based on channel 
electrostatic potential with gate-all-around (GAA) structure. 
For predicting accurate level of channel electrostatic potential, 
measurement of incremental step pulse programming (ISPP) 
and technology computer-aided-design (TCAD) simulation 
are used. And extended netlist for describing the equivalent 
circuit of cylindrical GAA layers composed of metal gate, 
charge trapping layer, tunneling oxide, blocking oxide and 

poly-Si channel gate-all-around (GAA) structure is used for 
enhanced model behavior and dynamic circuit-level operation.  

II. SIMULATION AND RESULTS 

A. Device Structure 

Fig. 1 shows the schematics of modeling structure which 
is investigated in this work. Based on definition of single 
modeling unit in gate-all-around structure as shown in Fig. 
1(a), corresponding equivalent circuit has been proposed 
describing cylindrical MOS transistor with stacked capacitors 
of tunneling oxide, charge trapping nitride layer and blocking 
oxide in series to the gate of conventional BSIM-CMG model 
[9], as shown in Fig. 1(b). In addition, current sources are 
attached for describing leakages of FN tunneling through the 
tunneling/blocking oxide and band to band tunneling between 
adjacent cells. 

Fig. 1. (a) Description of single modeling unit and (b) schematic of 

equivalent circuit in the proposed model of 3D CTF memory devices.  

B. Simulation Results and Discussions 

Fig. 2 and 3 show the TCAD simulation results of 
electrostatic potential of poly-Si channel at inhibited string 
during program operation, comparing with SPICE results. 
Based on well-predicted leakage model and cylindrical 
capacitance calculation, proposed model has good agreements 
with TCAD simulation results, as shown in Fig. 3. In addition, 
optimized result of potential lowering during program 
execution caused by BTBT leakage makes it available for 
circuit designer to determine the optimized bias conditions of 
adjacent cells in regard to disturbance. BTBT leakage 
mechanism, which dominantly occurs at narrow depletion 
region and in the case of a large potential difference between 
victim and neighbor cell, is used as below 
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𝐼BTBT =  
𝛼 ∗  ∆𝑉CH

(
𝛽 ∗ 𝑊DEP

∆𝑉CH
) 1.5 ∗ exp (

𝛽 ∗ 𝑊DEP

∆𝑉CH
) 

 

where WDEP is the depletion width, ΔVCH is the potential 
difference of victim cell comparing upper (or lower) channel, 
and α and β are optimized parameters. 

The comparison between the proposed model and the 
measured threshold voltage during incremental step pulse 
programming (ISPP) operation is shown in Fig. 4, indicating 
that the boosted potential also can be defined as the threshold 
voltage difference between programmed and inhibited 
behavior. With good agreement to experimental data, it is 
confirmed that accurate compact model is developed to 
predict and analyze the characteristics of 3D charge trapping 
flash memory during dynamic operation. 

Fig. 2. Positively boosted potential of poly-Si channel simulated by SPICE 

during program operation at inhibited string.  

Fig. 3. SPICE results of boosted potential showing good agreement with 
TCAD simulation results at initial point and between initial and end point 

which indicates electrostatic potential lowering by BTBT leakage during 

program execution period. 

 

 

 

 

Fig. 4. SPICE simulation results during ISPP operation in the programmed 

and inhibited string showing good prediction for characteristics of 3D CTF 

memory devices.  

III. CONCLUSION 

In this paper, we developed a compact model based on 
channel electrostatic potential for the 3D charge trapping flash 
memory devices using extended BSIM-CMG model and 
verified the model through the result of measurement and 
TCAD simulation. To predict the electrostatic potential of 
poly-Si channel accurately, optimized parameters are 
extracted by good agreement with measured behavior and 
TCAD simulation. Good predictions of ISPP operation using 
proposed model make it available to optimize design and 
analyze failures of 3D CTF memory devices with a faster 
simulation method. 
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Over 160,000 nanoHUB users have run over 7 million simulations in Apps mostly focused on 

semiconductor devices and materials modeling. nanoHUB created nano-Apps before Apple created Apps 

for the iPhone and made scientific codes usable for a much larger user group.  Most scientific tools strive 

to be comprehensive in solving “any” simulation problem in a specific problem range.  That 

comprehensiveness limits the use to experts, who require extensive training.  nanoHUB has instead focused 

on delivering a spectrum of Apps (over 700 now) that individually have a limited capability focused on a 

PN-junction, MOSFET, or nanowire while the underlying tool could of course solve a much wider set of 

problems.   We assembled some of these Apps that are essential for specific courses into small sets such as 

ABACUS (crystals, bandstructure, drift-diffusion, pn-junctions, BJTs, MOScaps, MOSFETs) [1].  The 

usability results are stunning.  Our user analytics prove that over half of the simulation users participate in 

structured education through homework/project assignments.   We can identify classroom sizes and detailed 

tool usage [2,3]. We can begin to build mind-maps of design explorations and assess depth of explorations 

for individuals and classes. While parts of academia struggled to innovate curricula, we have measured the 

median first-time App insertion into a class to be less than six months.  Over 180 institutions have utilized 

nanoHUB in their curriculum innovation in over 3,600 classes.   2 million nanoHUB visitors explore 

lectures and tutorials annually.  With such a community presence we believe nanoHUB is the platform of 

choice to deliver online modeling, simulation, virtual environments, and lectures for the US initiative on 

workforce development [4].    This presentation will overview some of the nanoHUB impact metrics and 

turn towards a tool recitation session.  In the recitation a brief overview of ABACUS will be given and the 

audience may request other tool demonstrations or exploration. 

    
[1] https://nanohub.org/groups/abacus ABACUS - Assembly of Basic Applications for Coordinated Understanding 

of Semiconductors.  A one-stop-shop for teaching and learning semiconductor fundamentals. 

[2] Krishna Madhavan, Michael Zentner, Gerhard Klimeck, "Learning and research in the cloud", Nature 

Nanotechnology 8, 786–789 (2013)  

[3] TEDx Talk, Klimeck, “Mythbusting Scientific Knowledge Transfer with nanoHUB.org”, 

https://www.youtube.com/watch?v=PK2GztIfJY4 . 

[4] https://nanohub.org/groups/semiconductoreducation Semiconductor workforce development homepage on 

https://nanoHUB.org .  

 
Dr. Gerhard Klimeck is a Professor of Electrical and Computer Engineering at Purdue University; Director of the 

Network for Computational Nanotechnology; Reilly Director of the Center for Predictive Materials and Devices. He 

helped to create nanoHUB.org, the largest virtual nanotechnology user facility serving over 2.0 million global users, 

annually. Dr. Klimeck is a fellow of the Institute of Physics (IOP), the American Physical Society (APS), the Institute 

of Electrical and Electronics Engineers (IEEE), the American Association for the 

Advancement of Science (AAAS), and the German Humboldt Foundation. He has 

published over 525 printed scientific articles; he has been recognized for his co-invention 

of a single-atom transistor, quantum mechanical modeling theory, and simulation tools. His 

NEMO5 software has been used since 2015 at Intel to design nano-scaled design transistors. 

The nanoHUB team was recently recognized by a top 100 by R&D award - Making 

simulation and data pervasive. 
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Figure 1 (a) nanoHUB user map representative of year 2016. Red circles designate users viewing lectures, tutorials, 

or homework assignments. Yellow dots are simulation users. Green dots indicate 4,100+ authors of 1,700+ scientific 

publications citing nanoHUB through 2016. Dot sizes correspond to number of users, and lines show author-to-

author connections proving research collaboration networks. (b) U.S. enlarged. (c) a collage of typical nanoHUB 

interactive tool sessions and 3D-rendered interactively explorable results (quantum dots, carbon nanotubes, 

nanowires). 

 
Figure 2 (a) nanoHUB user behaviors over time identified as classes. (b,c) Specific behavior of 2 PN Junction Lab 

users classified as Searcher and Wildcatter. (d) Collective behavior of 2 classes using PN Junction Lab.  
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1D Drift-Diffusion transport in 2D-material based FETs with vertical contacts

A. Toral-Lopez ∗,1 E.G. Marin,1 F. Pasadas,1 M.C. Pardo,1 J. Cuesta,1 F.G. Ruiz,1 and A. Godoy1

1PEARL Laboratory, Dpto. de Electrónica y Tecnoloǵıa de Computadores, Universidad de Granada (Spain).(∗atoral@ugr.es)

Abstract
A simulation scheme for 2D-material (2DM) based FETs
with vertical (top) contacts is presented. The approach is
able to capture the physics of 2DM-contact system at the
macroscopic level while facilitating the integration of the
material and interface properties coming from lower levels
of abstraction, and setting a first step towards a multi-
scale modelling of the 2DM-contact. The model relies
on two physical parameters: the vertical conductance in
the metal/semiconductor heterojunction, and the metal
work function. The role of each of these parameters on
the device behaviour is analysed, assessing their impact
in the contact resistance.

I. Introduction
After almost two decades of research in 2DMs, electrical
contacts still remain as a technological challenge to be
controlled, and thus hindering the exploitation of the
expected potential of 2DM-based devices [1]. The analysis
of contacts implemented as vertical heterostructures,
where the current injection is perpendicular to the carrier
transport in the channel [2], has been extensively faced
from ab-initio techniques [3] or ballistic approaches [4, 5]
while the numerical semi-classical device-level modelling
is less explored. Here, we present a Drift-Diffusion (DD)
transport scheme able to capture the physics of 2DM-
contact system at the macroscopic level.

II. Numerical Methods
The numerical simulation of the device comprises the
self-consistent solution of the electrostatics, using the
Poisson equation, combined with the Continuity and DD
transport equations. The DD equation is implemented
under the Fermi-level-gradient formulation for electrons
(Jn = nµn∇EF,n) and holes (Jp = pµp∇EF,p). For the
continuity equation, the current density is assumed to
have only an in-plane component in the 2DM except in
those regions were contacts are defined, where an out-
of-plane injection, and therefore a current is enabled, as
indicated in Figure 1.

FIG. 1. Modelling of the vertical contacts in the structure.
The subscript l (v) stands for longitudinal (vertical).

Each contact is characterised by its bias (energetic
position of the Fermi level); the work function of the
metal φm, which impacts on the boundary condition for
the electrostatic potential in the region where the contact
is defined (VBC = Vbias − (φm − χs)/q); and the vertical
mobility µv that models the quality of the contact. χs
corresponds to the electron affinity of the 2DM.
After the self-consistent simulation of the device for a

specific bias range, the macroscopic resistance associated
the contact is evaluated employing the charge density
profile in the semiconductor located under the contact,
which is self-consistently evaluated with the electrostatic
potential, as well as the in-plane and out-of-plane mobility
in this region. Figure 2 summarizes the approach.

FIG. 2. Calculation of the contact resistance for the source
contact. The nodes of the simulation grid are connected by a
resistor, resulting in a set of resistors in a cascade configuration
that provide the equivalent resistor observed from the edge of
the channel, i.e. the contact resistance.

At the microscopic level, the contact behaviour can be
better understood in terms of the transference length
(lv,S/D), i.e. the length of the region where almost all
the vertical current injection takes place which typically
ranges a few nanometers ([6]). Here, this length is
defined by the position at which the magnitude of the
vertical component of the current density decays a 99%,
as depicted in Figure 3. The reference value to evaluate
this decay is the one at the edge of the contact, which
corresponds to the maximum of the vertically injected
current density.

III. Results
In order to evaluate the proposed simulation scheme,
we consider the structure depicted in Figure 3, that
corresponds to a single gate MoS2 MOSFET, with source
and drain defined by two 10nm-long contacts.

FIG. 3. Structure of the MoS2 based MOSFET simulated to
evaluate the impact of the vertical contact mobility and its
relation with the contact resistance.

The gate bias VGS is set to 0.25V, so that the device
is in the on state, while three different VDS values are
considered: 0.1V, 0.3V and 0.5V. These bias conditions
are employed along with different values of the out-of-
plane mobility µv and metal work function φm − χs.
Figure 4 shows the output current IDS as a function of µv
for all the scenarios evaluated evidencing that a poorer
contact quality, i.e. a lower µv, results in a lower IDS, as
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FIG. 4. IDS −µv profile for different values of φm (line colors)
and VDS (line style).

could be expected. Notably, φm shows a higher impact
on IDS: when the barrier height (φm − χs) is increased,
the output current is significantly decreased by one or two
orders of magnitude. In order to evaluate how the quality
of the contact, i.e. mobility and barrier height, impact the
injection length, Figure 5 shows the lv−µv profile for the
source (Figure 5a) and drain (Figure 5b) contacts.
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FIG. 5. lv −µv profile for the source (a) and drain (b) contacts
obtained using different φm and VDS values.

The source injection length is mainly impacted by µv,
keeping always in the range of a few nms, rather than
by the barrier height, with the better the contact quality
(high µv) the smaller the region where charge is injected.
At the drain, lv,D, shows slight change with φm and
VDS that could be related to the electrostatic interaction
between the gate and drain contact that modifies the
transport and charge concentrations conditions near the
drain edge.
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FIG. 6. Source (a) and drain (b) contact resistances as a
function of the vertical mobility for different values of φm −χs
and VDS.

As for the macroscopic description, Figure 6 depicts the
behaviour of the contact resistance as a function of µv.
In this case, both source and drain are significantly

modified when changing φm − χs and µv. RD also
changes to a large extent when drain bias is modified.
To verify this dependence we evaluated the longitudinal
charge density profile under source and drain contacts
for different VDS values for the (µv, φm) = (1 cm2/Vs,
χs + 0.1eV) scenario. The data depicted in Figure 7
show that the carrier density under the drain contact
significantly varies with VDS, which is not the case of the
source contact, explaining the asymmetric behaviour of
both contact resistances.
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FIG. 7. Longitudinal charge density distribution under source
(a) and drain (b) contacts for different VDS values and (µv, φm)
= (1 cm2/Vs, χs + 0.1eV).

IV. Conclusions
We have introduced a self-consistent platform for the
simulation of vertical (top) contacts in 2DMs based
FETs. The impact of the parameters employed to
model the contacts (µv and φm − χs) on the output
current, injection length and contact resistances have
been analysed, observing that IDS is mainly modified by
φm − χs while lv is mostly influenced by µv. Notably
both parameters have a significant impact on the contact
resistance. In addition to that, we observe that the
contact resistance at the drain, RD, also depicts a
noticeable dependence with VDS. This behaviour is linked
with the strong modulation of the carrier density under
the drain contact when its bias is modified.
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Abstract—A Bayesian neural network potential (NNP)
achieved with the Monte Carlo dropout approximation method
is developed for GeSbTe alloys. The Bayesian NNP is shown
to be more generalizable than its classical counterpart, yielding
reasonable predictions on structures that are not directly in
the training configurations, and is able to output uncertainty
estimates for the predictions.

I. INTRODUCTION

GeSbTe (GST) alloys are interesting materials for a variety
of technological applications like phase change memories or
photonic devices [1]. Atomistic simulations are often used to
survey their properties and to optimize their composition, but
studying finite temperature properties such as phase transition
or thermal conductivity often requires long simulations of
extended systems that are too expensive for ab initio methods.
Neural network potentials (NNP), trained on Density Func-
tional Theory (DFT) references, can be used to overcome this
limitation, which were recently shown to enable simulations
at scales that were previously impossible at a near-DFT level
accuracy [2].

NNPs, however, can silently fail on structures that lie
outside the learned configuration space which poses some
issues when relying upon them for atomistic simulations. One
solution is to apply the Bayesian paradigm to the neural
network to capture the model’s uncertainty along with its
predictions. This has previously been demonstrated for the
different phases of carbon [3], but never to more complex
materials containing more than one chemical species.

In this work, a Bayesian NNP using the Monte Carlo (MC)
dropout technique will be used on GST materials to evaluate
its ability to estimate the predictive uncertainty as well as its
superior generalizability compared to classical NNPs.

II. METHODOLOGY

A. Classical and Bayesian HDNNP

The High Dimensional NNP (HDNNP) [2] is a type of NNP
that is composed of a set of Atomic Neural Networks (ANN)
that each takes one atom of a given system as input and outputs
a so-called “atomic energy”, whose sum provides the total
energy of the system.

The ANNs are fully-connected layers that, classically, con-
tain point weights and output point estimates. In contrast,
Bayesian neural networks place a probability prior over the
weights and the estimates are obtained as a distribution by
sampling from the posterior. In practice, for complex functions
like neural networks, computing and sampling from the pos-
terior is intractable. MC dropout [4] is a simple and efficient
method to approximately sample from the posterior by using
dropout at inference time.

Dropout was originally developed as a regularization tech-
nique in which a fraction of nodes of a neural network are
randomly ”dropped” (ie. set to zero) during training to prevent
overfitting [5]. In MC dropout, this random dropping is also
applied at inference time, and multiple stochastic forward
passes through the network is performed, probabilistically
selecting different nodes at each iteration to produce a distribu-
tion of outputs. The prediction and the associated uncertainty
is then obtained as the mean and standard deviation of this
distribution [4].

B. Computational Details

To generate the datasets, ab initio molecular dynamics (MD)
calculations based on Density Functional Theory (DFT) were
carried out using the VASP code [6], [7] at temperatures
from 300 K to 1500 K at 300 K intervals for 20 ps for
hexagonal GeTe, Sb2Te3 and Ge2Sb2Te5. 200 snapshots were
then selected for each trajectory to compute accurate energies
and forces.

Our in-house library FFLearn was used for the NNPs
employing the symmetry functions proposed by Behler [2]
to encode the atomic environments of each atom for neural
network input. All NNPs were defined to have 2 hidden layers
with 15 nodes each. For the Bayesian NNPs, nodes were
dropped with a probability of 10%, and sampled 100 times
at inference time.

III. RESULTS AND DISCUSSION

For a neural network potential to be practicable for atomistic
simulations it must have the ability to generalize as much
as possible to previously unseen configurations, and, more
importantly, to recognise when it cannot.

Since a neural network potential can be thought of as
a complex function modelling the potential energy surface
(PES), regions on the PES that are outside the learned regions
can lead to erroneous predictions. Being able to recognise
when this occurs would make the NNP more reliable.

A. Comparison of Generalizability

In order to assess the generalizability, the two NNPs
(Bayesian and classical) were trained on the hexagonal GeTe
300 K, 600 K, and 900 K datasets (the training set) and made
to predict the energies of the 1200 K and 1500 K snapshots

Table I. RMSE (meV/atom) of hexagonal GeTe between the DFT energy
and the NNP predictions

Validation 1200 K 1500 K

Bayesian 3.18 53.1 1339.5

Classical 1.49 561.5 9185.0
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Table II. RMSE (meV/atom) of Ge2Sb2Te5 between the DFT energy and
the NNP predictions at all temperatures

Temperature (K) 300 600 900 1200 1500

Bayesian 70.4 50.0 32.0 14.6 25.6

Classical 992.7 964.2 933.6 902.2 455.5

(the test set). Root mean squared error (RMSE) between the
predictions and the reference DFT energies was used as the
accuracy metric, and the results are summarised in Table I.

The higher temperatures of the test sets was used to emulate
structures drawn from outside the configuration space imme-
diately spanned by the training set. The Bayesian NNP shows
some promising results for the 1200 K dataset, with an RMSE
of 53.1 meV/atom. The error becomes much greater for the
1500 K dataset which is expected to contain structures that
are more amorphous-like, thus containing too many unknown
configurations. Meanwhile, the classical NNP is unable to
produce any valid results for either datasets.

B. Uncertainty estimation

The 1500 K dataset example in the previous section high-
lights the importance of being able to estimate the prediction
uncertainty. Fig. 1 shows that this is achievable with the
Bayesian NNP, exhibiting a clear correlation between the
uncertainty estimate and the prediction error (computed as the
absolute difference between the DFT reference energy and the
NNP prediction). It is important to note, however, that this
uncertainty is an estimate rather than a true reflection of the
error, and care must be taken when interpreting it. Namely,
they do not necessarily have a strictly linear relationship.

Making use of the uncertainty estimates typically involves
setting a threshold, above which the structure is considered
unknown to the model. Following this, an NNP-MD can,
for example, raise a warning or be stopped. The identified
structure can also be used to improve the potential by means
of active learning or on-the-fly learning.

Fig. 1. Uncertainty estimate for the hexagonal GeTe validation and test sets
against the prediction errors.

C. Predictions on Ge2Sb2Te5

We now focus on Ge2Sb2Te5 (GST225), a material that
lies on the GeTe—Sb2Te3 tie-line on the ternary diagram.
To compare the NNPs’ generalizability to ternary alloys, a
classical and a Bayesian NNP were each trained on the
two extrema (GeTe and Sb2Te3) and tested on Ge2Sb2Te5 at
different temperatures. The results are summarised in Table II,
and the lowest error case (1200 K) is represented graphically

Fig. 2. Energy predictions on Ge2Sb2Te5 at 1200 K given by the classical
NNP and Bayesian NNP trained on GeTe and Sb2Te3, compared to the DFT
reference.

in Fig. 2. Similarly to the results in Sec. III-A, the classical
HDNNP fails to give meaningful predictions.

On the other hand, the relative success of the Bayesian NNP
is surprising, given that it has not been supplied with any direct
knowledge of the Ge – Sb or the Ge – Sb – Te relationship (or
any permutation thereof). Nonetheless, these results hint at
the possibility of modelling other GST compositions along
the GeTe—Sb2Te3 tie-line with only a minimal dataset on the
GST itself. As the dataset generation is the most expensive
step to training NNPs, this could prove to be a very powerful
development. However, more work is required to confirm these
findings on different stoichiometries of GST. Furthermore, an
improvement of the prediction errors, especially for the lower
temperature structures, would be required before physically
relevant properties can be calculated accurately.

IV. CONCLUSION

In this work, a Bayesian neural network potential for
GeSbTe was developed using Monte Carlo dropout to ap-
proximate the Bayesian posterior. It was shown to have an
improved generalizability than its non-Bayesian counterpart on
hexagonal GeTe, with insightful estimates on the uncertainties
of the predictions. Furthermore, it surprisingly seemed to
be able to reasonably calculate the energies of hexagonal
Ge2Sb2Te5, even in the absence of information on the two
body Ge – Sb and the three-body Ge – Sb – Te relationships in
the training dataset. Future work will involve investigating this
in more detail to better understand the mechanism behind this
and to try to take advantage of this for a cost-efficient training
of a general GST potential.
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Abstract—Ultra-scaled transistors at the state-of-art 

technology node have complex nonlinear dependence of 

performance on its channel geometry and source/drain doping 

profile, which brings obstacles in the advanced technology 

path-finding and optimization. In this work, a machine 

learning-based multi-objective optimization (MOO) workflow 

is proposed to optimize the sub-3-nm node gate-all-around 

(GAA) three-layer-stacked Nanosheet transistors (NSFETs) 

accounting for the key performance knob of channel geometry 

and source/drain doping profile. The artificial neural network 

(ANN) is trained to model the current-voltage (IV) relationship 

of NSFETs from 3D Technology Computer-Aided Design 

(TCAD) simulation results. Based on the ANN model, MOO 

between threshold swing, on-off ratio, and on-state current of 

NSFETs is performed with adaptive weighted sum (AWS) 

theory. The proposed workflow efficiently suggests an 

optimized design window of channel geometry and doping 

profile of NSFETs. The proposed devices satisfy the 2025 

International Roadmap for Devices and Systems (IRDS) target 

in terms of basic electrical characteristics. 

Keywords—Nanosheet, Machine Learning, Multi-Objective 

Optimization. 

I. INTRODUCTION 

As the down-scaling of complementary metal oxide 
semiconductor (CMOS) to sub-3 nm technology nodes, the 
GAA devices, including nanowire FETs and NSFETs, are 
introduced to boost gate control capability and proposed to 
be superior device structures for further scaling[1]. The 
quantum physics induced effects are inevitable in the channel 
and give rise to complex nonlinear dependence of 
performance on the transistor parameter knobs. Several 
device optimization options are reported in previous studies, 
among which the channel geometry, novel channel material, 
and stress are intensively studied. However, limited 
specifications for sub-3-nm technology node NSFETs were 
reported in previous studies whereas detailed geometry and 
doping profile optimization schemes have not been 
investigated thoroughly for device optimization [2]. In this 
work, a compact IV model of three-layer-stacked NSFETs is 
built by the ANN that is trained by TCAD samples. Device 
transfer characteristics including threshold swing SS, on-off 
ratio Ion/Ioff, and on-state current Ion are extracted from an 
ANN-based compact model and optimized with AWS theory, 
from which design windows are proposed for both p-type 
and n-type NSFETs. 

II. EXPERIMENTS AND DISCUSSION 

The optimization workflow is composed of three parts: 

TCAD simulation, machine learning, and MOO (see Fig. 1). 

The following are the details of the three parts. 

A. TCAD Simulation 

3D three-layer-stacked NSFET model is built using 

commercial GTS Framework TCAD software which is 

shown in Fig. 2(a) [3]. The doping profile is determined by 

the thickness of the overlap junction between source/drain 

Lov and the variance σ (see Fig. 2(b)). The device model is 

calibrated to experimental results of 3nm technology node 

NSFET using channel geometry and S/D doping parameters 

as listed in Table I referring to [2] (see Fig. 3). To generate 

drain current Id under different bias conditions for various 

NSFETs, the DOE is performed with different geometric and 

doping parameters as is listed in Table I. Gate voltage Vg is 

swept from 0.2 to -0.8V for PMOS (-0.2 to +0.8V for NMOS) 

and VDD are set to be -0.65V for PMOS (+0.65V for NMOS). 

All simulation tasks are performed and the data set consists 

of design parameters and the Id is cleaned for training ANN 

in the next steps. 

B. Machine Learning 

An ANN is designed for compact IV modeling as shown 

in Fig. 4(a). Before training, data set preprocessing is 

performed using Boolean for feature "MOSType" and all 

features and labels are normalized using standard scaling for 

better prediction. The data set is split 60%, 20%, and 20% 

for train, validation, and test sets respectively. The ANN is 

trained using backpropagation in the Pytorch framework [4] 

and its performance is shown in Fig. 4(b, c) and Fig. 5, 

which shows a compact IV model is well-built with high 

accuracy (overall R2=0.9909). 

C. Multi-Objective Optimization 

SS, Ion/Ioff, and Ion are extracted from the ANN-based 
compact model, and MOO among them with the AWS 
method (see Ref. [5]) is performed as follows. By coupling 
SS and on-off ratio first and coupling SS and Ion later, the 
minimum value of utility functions of the two combinations 
are calculated to find the Pareto front in objective space 
(Fig.6 (a)(b) for PMOS, Fig. 7(a)(b) for NMOS) and Pareto 
optimal solutions are obtained, whose distribution probability 
is shown in Fig.6(c) and Fig.7(c), from which the 
corresponding value of parameters at max probability is 
preferred for NSFET design (see Table II) and the 
performance of the proposed devices are validated by TCAD. 
The optimal NSFETs outperform the devices in 2025 and 
2028 IRDS targets in terms of SS, DIBL, on-off ratio, and 
normalized Ion (see Table III).  

III. CONCLUSION 

In this work, a machine learning-based MOO workflow 
for channel geometry and doping profile of three-layer-
stacked NSFETs is demonstrated. The adaptive weighted 
sum theory is implemented in MOO targeting device 
performance characteristics including SS, on-off ratio, and 
on-state current. An optimized set of parameters is proposed 
and the corresponding NSFETs performance meets the 2025 
and 2028 IRDS targets. 
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Fig. 1 Schematic of overall workflow for NSFET optimization. Fig.3 NSFETs calibration results of Id-Vg curve with Ref. 

[2]. 
 

 
 

Fig.2 (a) Schematic of the three-layer-stacked NSFET model and (b) doping profile 
following various Gaussian Distribution in NSFETs. 

Fig. 4 (a) ANN trained in this work. (b) Loss function MSE on train set and 
validation set in training and (c) prediction accuracy R2 on the test set. 

 

 
  

Fig. 5 Predicted and actual drain current 
versus gate voltage on the test set. 

Fig. 6 Pareto Front of (a)SS versus Ion, 
(b)log(Ion/Ioff) versus Ion as two objectives for p-type 

NSFETs, and (c)their Pareto optimal solution 
distribution. 

Fig. 7 Pareto Front of (a)SS versus Ion, (b)log(Ion/Ioff) 
versus Ion as two objectives for n-type NSFETs, and 

(c)their Pareto optimal solution distribution. 

 

Table I Design Parameters 

Parameter Calibration Value 
Data Generation  

(Min, Max, Step) 

H [nm] 5 (4, 6, 0.5) 

W [nm] 20 (15, 30, 5) 

Lov [nm] 1 (0, 4, 0.5) 

σ [nm] 1.5 (0, 1.5, 0.5) 

MOSType P, N P, N 
 

Table III Performance Comparison with IRDS Targets 

 PMOS NMOS 2025Target 2028Target 

Lg[nm] 14 14 14 14 

Vdd [nm] -0.65 0.65 0.65 0.65 

SS[mV/dec] 64.8 61.6 72 75 

DIBL[mV/V] 28.4 30 - - 

Ion/Ioff 9.86E4 9.70E3 8.73E4 9.24E4 

Ion [uA/um] 1429 1155 873 924 

Vt [mV] 167 148 212 226 
 

Table II Optimal Design 

Parameter PMOS NMOS 

H [nm] 4.0 4.0 

W [nm] 15.0 15.0 

Lov [nm] 3.0 0.0 

σ [nm] 0.0 1.5 
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Introduction. Monolayer GeS was recently examined along with hundreds of 2D materials as one of the most promising 
2D materials for ultra-scaled FETs in [1], while a quantum transport study of sub-10 nm monolayer GeS FETs was 
reported in [2]. On the other hand, very little is known about GeS nanoribbons (GeSNRs) or GeSNR device performance, 
with the former being limited to electronic properties reported in [3]. Therefore, in this work we study electronic and 
transport properties of ultra-scaled GeSNRs and assess the ballistic performance of GeSNR FETs. 
Methodology. Ultra-scaled armchair GeS nanoribbons passivated with H atoms (Fig. 1) are simulated using the DFT 
package Quantum Espresso [4] with Perdew-Burke-Ernzerhof generalized gradient approximation [5] (PBE-GGA) 
exchange-correlation (XC) functional. Maximally-localized Wannier functions (MLWFs) [6] are used to transform DFT 
Hamiltonians into a localized basis, which are then used to construct MLWF Hamiltonians of ~15 nm long nanoribbons 
of various widths (W). Our existing non-equilibrium Green’s function (NEGF) quantum transport code is used for the 
calculation of geometry-dependent electronic and transport properties of GeSNRs. Contacts are assumed to be ideal, i.e. 
semi-infinite semiconducting material same as the channel, with Sancho-Rubio method [7] employed for the calculation 
of S/D contact self-energy matrices. Top-of-the-barrier (ToB) model [8] is used for ballistic simulations of the GeSNR 
MOSFET. Although simple, due to the inclusion of a full bandstructure, ToB is a dependable method for FETs with 
channel lengths > 15nm where direct S/D tunneling is negligible [8]. Gate oxide has EOT = 1 nm, and S/D doping is set 
at 0.001 molar fraction of the GeS areal density. For a meaningful comparison, in all devices we set VTH as in the Intl. 
Roadmap for Devices and Systems (IRDS) at "3 nm" logic node [9], i.e. at 0.24 V, which results in an unrealistically low 
OFF-state current (IOFF) of 0.87 nA/μm due to 60 mV/dec subthreshold slope and ideal gate control in the ToB model. 
The ballistic ON-state current (ION) is extracted at VGS = VDS = 0.7 V. 
Results and discussion. Scaling down of nanoribbon width increases the bandgap (Eg) from 1.73 eV for W = 3.70 nm to 
2.24 eV for W = 0.76 nm as shown in Fig. 2. The bandstructure plots for GeSNRs of various widths, reported in Fig. 3, 
show that Eg of wider GeSNRs is indirect while scaling down the nanoribbon width below W = 2.23 nm transitions 
GeSNRs into a direct semiconductor which agrees with the results in [3]. As shown in Fig. 4, ON-state current decreases 
monotonically while scaling down the GeSNR width, from ION = 1.20 mA/μm for W = 3.70 nm to ION = 0.65 mA/μm for 
W = 0.76 nm. The performance of GeSNR FETs is directly related to the channel bandstructure along nanoribbon 
transport direction, as reported in Fig. 3, since mobile charge density depends on density of states (DOS) and transmission 
function determines transport probability for each conducting mode. Subbands nearest to the conduction band minimum 
(CBM) have the highest influence on the ON-state current in n-channel FETs. For nanoribbons with W = 2.97 nm and 
W = 3.70 nm, ION values are approximately the same due to bandstructure similarity near the CBM for both GeSNRs. To 
further clarify the ION - W curve, transmission and DOS are plotted in the ~200 meV energy range from the CBM, with 
CBM shifted to 0 eV for comparison as shown in Fig. 5. Nanoribbons with W = 3.70 nm and W = 2.97 nm show DOS 
and transmission characteristics that match almost perfectly for energies up to 0.11 eV away from the CBM, where the 
contribution to the current is the highest, thus resulting in the same ION. The 2.23 nm-wide GeSNR presents a transitional 
nanoribbon because lowest sub-bands, nearest to the CBM, start moving away from the CBM as W decreases further 
(compare e.g. Fig. 3c and d). This subband shift directly translates to the significant ION drop while scaling the GeSNR 
width from 2.97 nm to 2.23 nm observed in Fig. 4. For GeSNRs with W < 2.23 nm the subband with lower curvature, i.e. 
higher effective mass, becomes the lowest and dominant subband. This property, alongside the lower number of available 
bands/modes due to the lower number of available orbitals in narrower GeSNRs, further decreases ION in ultra-scaled 
GeSNR FETs. None of the analyzed devices fulfills IRDS specification for ION, but the performance can be improved by 
EOT, doping, etc. optimization, which is beyond the scope of this work. On the other hand, ION/IOFF reaches ~7 ×105 even 
in the worst case, indicating good switching capabilities of GeSNR FETs for logic applications. 
Conclusion. We used NEGF and MLWF Hamiltonians to study the electronic, transport and ballistic device properties 
of sub-4 nm-wide and ~15 nm-long GeSNRs. While ultra-scaled GeSNR FETs exhibit good ION/IOFF of at least ~7 ×105, 
indicating good logic switching performance, they also offer modest ballistic ION values of up to ~1.20 mA/μm, for 
GeSNRs with W < 4 nm widths. Further performance improvement is possible, but future work must also consider carrier 
scattering and dissipative transport for a realistic assessment of GeS nanoribbon devices.  
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Figure 3. Bandstructure comparison of GeSNRs with the widths of (a) W = 0.76 nm, (b) W = 1.13 nm, (c) W = 1.50 nm, 
(d) W = 2.23 nm, (e) W = 2.97 nm, and (f) W = 3.70 nm. 

 
Figure 2. Impact of width scaling on the bandgap of 
GeSNRs. 

 
Figure 5. Comparison of (a) density of states and (b) transmission for GeSNRs with the 
following widths: W = 1.50 nm (dotted blue line), W = 1.86 nm (dashed red line), 
W = 2.97 nm (dot-dot-dashed green line), and W = 3.70 nm (purple line). 

 
Figure 4. ON-state current vs. width down-
scaling in 15 nm-channel GeSNR MOSFETs. 

 
Figure 1. (a) Top and (b) side view of monolayer 
GeS armchair nanoribbon. Edges are H-terminated. 
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Abstract 

In this work, we propose a method to get an initial guess 

for the semiconductor device simulation with a compact 

charge model. By using the obtained initial guess, we can 

perform the device simulation directly at the target bias 

condition without a time-consuming bias ramping process. 

In order to verify our method, rectangular Gate-All-

Around (GAA) MOSFETs having a long channel length 

are considered. Results clearly show that the device 

simulation can be accelerated through our method. 

Introduction 

In the semiconductor device simulation, the target bias 

condition has to be reached through the bias ramping pro-

cess, which is typically time consuming. Therefore, when 

a good initial guess for the target bias condition is available, 

the computational time can be significantly reduced. Our 

group has reported a method to generate the initial guess 

through a trained deep neural network [1,2,3,4]. The effi-

ciency of the proposed method has been demonstrated with 

several numerical examples.   

In this study, instead of a deep neural network which 

must be trained before the inference, we use a compact 

charge model to predict an initial guess. The compact 

charge model for a 2D MOS structure is numerically 

solved with the 1D continuity equation. The solution is 

used to generate an initial guess. Rectangular GAA 

MOSFETs shown in Fig. 1 are simulated by using the pro-

posed method.  

Results for 2D Rectangular MOS structure 

In this work, we use a compact charge model for 2D 

MOS structures [5]. It is expressed as: 

𝑉𝐺 − Φ𝑀𝑆 +
𝑄𝑑

𝑃〈𝐶𝑖𝑛𝑠〉𝑠
+

𝑄𝑒

𝑃〈𝐶𝑖𝑛𝑠〉𝑠
≈ 〈𝜙〉𝑠 ,           (1) 

〈𝜙〉𝑠 

≈ 𝑉 + 𝑉𝑇 log (
𝑄𝑒

2 + 2(1 − 𝛼𝑒)𝑄𝑒𝑄𝑑

2𝑞𝜖𝑃2𝑉𝑇𝑛𝑖𝑛𝑡 (1 − 𝛽 exp (
𝐴∗

𝑃2
2𝛼𝑒𝑄𝑒 + 𝑄𝑑

2𝜖𝑉𝑇
))

) , (2) 

where 𝑄𝑒  is the integrated electorn charge,  𝑉  is the 

electron quasi-Fermi potetnial, 𝛼𝑒 is a noramlized distance 

between the electron centroid and the interface, and 𝛽 is a 

correction factor to consider an effect of a cross-section. 

All other symbols have conventional meanings and more 

details are described in [5]. Furthermore, a generalized 

coordinate, 𝜓 , is introduced, and it will be used for 

predicting the initial guess. 

A procedure to predict the initial guess for 2D rectangu-

lar GAA MOS structures is as follows. First, parameters 

for calculating the compact model are extracted, and (1) 

and (2) are solved at the target gate voltage. Then, 𝑄𝑒 , 〈𝜙〉𝑠, 

and 〈𝜙〉𝑋 can be obtained at the targe gate voltage. Here, 

〈𝜙〉𝑋 is an average of 𝜙 over the cross-section with ∇2𝜓  as 

a weighting factor [5]. Next, by using 〈𝜙〉𝑠 and 〈𝜙〉𝑋, we 

predict the initial potential, 𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙, for the semiconductor 

region at the target bias condition as follows: 

𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = 𝑚𝑎𝑥(⟨𝜙𝑛
′ ⟩𝑠(𝜓 − Ψ) + ⟨𝜙⟩𝑠,  ⟨𝜙⟩𝑋),        (3) 

where Ψ  is the value of 𝜓  at the interface and ⟨𝜙𝑛
′ ⟩𝑠 =

−
𝑄𝑒+𝑄𝑑

𝜖𝑃
. Through this procedure, 𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙  can be obtained.  

Figure 2 shows differences between 𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙  and the final 

converged potential. Three different aspect ratios are 

considered. The maximum difference between the initial 

potential and the converged one is about 77 mV. By using 

𝜙𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , at most 7 Newton iterations are needed at the target 

bias condition without any bias ramping for solving the 

Poisson equation of MOS structures in Fig 2. 

Results for 3D Rectangular GAA MOSFET 

The procedure for 2D MOS structures is extended to 3D 

MOSFETs. In order to obtain the initial guess for the drift-

diffusion model, we solve the 1D electron continuity equa-

tion with (1) and (2). The 1D electron continuity equation 

is expressed as follows: 
𝑑

𝑑𝑧
(𝜇𝑄𝑒

𝑑𝑉

𝑑𝑧
) = 0 ,                            (4) 

where 𝜇 is the electron mobility. In this preliminary work, 

a constant mobility is assumed. By solving (1), (2), and (4) 

together at the target bias point, we can get 𝑄𝑒  and 𝑉 along 

the channel direction. By using the calculated 𝑄𝑒  and 𝑉, 

the initial potential profiles can be predicted. Also, from 

the initial potential, the inital guess for the electron density 

can be obtained. These initial guesses are used to calculate 

the drift-diffusion model. 

In Fig. 3, results for rectangular GAA MOSFETs are 

shown. In this study, we use 1 𝜇𝑚 -long channel with 

1016𝑐𝑚−3  channel doping concentraion and 1020𝑐𝑚−3 

source/drain doping. The aspect ratio of the cross-section 

used in Fig. 3 is 1:3 (W = 18nm and H = 6nm). Figure 3 

shows the initial 𝑄𝑒  and 𝑉 along the z-direction compared 

with the final converged results at several bias conditions. 

Differences of 𝑉 between initial guesses and final results 

are also shown and the number of Newton iterations 

needed for solving drift-diffusion model at the target bias 

condtion without any ramping process is found for each 

case. In these examples, at most 6 Newton iterations are 

needed to obtain the self-consistent solution. It is much 

more efficient than the conventional bias ramping method. 

Conclusions 

In conclusion, by using the compact charge model, the 

initial guess for the semiconductor device simulation is ob-

tained appropriately. With the obtained initial guess, the 

device simulation is performed directly at the target bias 

point without any bias ramping. By adopting the proposed 

method, the number of Newton iterations to get the con-

verged solution can be significantly reduced. 
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Figure 1. Cross-section of a rectangular GAA MOSFET and its 3D 

structure. The aspect ratio used in this work means a ratio of W and H. 

Thickness of the insulator is 1.5 nm. Channel length is 1 𝜇𝑚 and the 

source/drain region is 0.1 𝜇𝑚-long. The p-type doping concentration of 

the channel region is 1016𝑐𝑚−3 and the source/drain n-type doping is 

1020𝑐𝑚−3 in this work. 

Figure 2. Difference between the initial guess and the converged solution. Three aspect ratios and three gate voltages are considered. Only 

a quarter of the cross-section is shown. In these examples, the maximum difference is about 77 mV. 

 

Figure 3. Initial guess of 𝑄𝑒 and 𝑉 along the z-direction compared with final results at several bias conditions. The difference of 𝑉 between 

initial guess and final result is also shown. Through the method proposed in this work, at most 6 Newton iterations are needed for solving 

the drift-diffusion model. 
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Abstract—Epitaxy by Chemical Vapor Deposition (CVD) is one
of the mainly used method of surface growth of Si alloys. An
important industrial challenge of today is to adapt this process
to low-temperature conditions. In this work, we study the generic
adsorption of silane as a precursor for epitaxy on Si(001) surface
by means of Density Functional Theory (DFT). Emphasis is
placed on the adsorption with different hydrogen coverages and
the limiting effect of hydrogen desorption. A partial coverage of
the surface is shown to be thermodynamically and kinetically
favorable. The crutial point to improve the process would be
to maintain the surface with this partial coverage in hydrogen.
Another limiting element would be to bring enough energy
for hydrogen desorption while avoiding silane desorption which
needs only 0.2 eV more.

I. INTRODUCTION

The continuous scaling of Complementary Metal Oxide
Semiconductor (CMOS) devices has brought the development
of disruptive technologies such as 3D integrations where
stacked layers are processed sequentially. Such integrations
impose thermal budget constraints to the top tier fabrication
process (around 500◦C) as to avoid any degradation of bottom
tier devices [1]. Therefore, process steps such as chemical
vapor deposition (CVD) epitaxy have to be adapted to fulfill
these temperature contraints [2], [3]. At low temperatures,
the growth rate with standard precursors such as SiH4 or
SiH2Cl2 is regulated by the H surface coverage. However the
detailed adsorption and desorption phenomena remain poorly
understood. In this work, we study the impact of H coverage
on the adsorption of SiH4 on a Si(001) surface by means of ab
initio simulations and provide a detailed reaction mechanism
of the growth process in the low temperature regime.

II. COMPUTATIONAL METHODS

All calculations based on Density Functional Theory (DFT)
have been carried out using the Vienna Ab initio Simulation
Package (VASP) code [4], [5] with PAW atomic datasets
including 3s23p2 valence electrons for Si. The structures
are relaxed using Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functionals [6] with periodic boundary conditions
and with D3 dispersion correction of Grimme et al. to describe
Van der Waals (VdW) interactions [7]. We employed an energy
cutoff of 250 eV for the plane-wave basis and a 2 × 2 × 1
k-mesh.

During a chemical reaction, reactant and products are sep-
arated by an energy barrier which can be investigated. This
energy barrier is defined by the energy difference between
the energy of the reactant and the maximum of the reaction
path which is called a transition state (TS). A TS is a saddle
point of the potential energy landscape and can be found with
the ”nudged elastic band” (NEB) method [8]. It is possible to
climb uphill and converge to the TS with the adapted CI-NEB
method [9].

In this study, we consider a 4×2 Si(001) slabs with 8 layers.
The bottom surface is passivated with dihydride termination.
The top surface corresponds to the c(4×2) reconstructed
surface with a coverage θ=0 ML, this model contains 32
hydrogen atoms and 128 silicon atoms.

III. RESULTS AND DISCUSSIONS

A. Si(001) surface in epitaxy temperature and hydrogen pres-
sure conditions

The coverage of the surface, the adsorption and desorption
of hydrogen are studied in various studies on smaller surface.
These calculations show that the coverage for low temperature
epitaxy (≤850°C) remains between θ=0.5 ML (128 Si atoms
and 40 H atoms) and θ=1 ML (128 Si atoms and 48 H atoms)
depending on temperature and H2 partial pressure and that the
surface dimers are maintained for coverage values of 1 ML
and lower. The experimental value of hydrogen desorption
is evaluated at 2.5 eV. The theoretical value calculated by
Tsatsoulis et al. [10] with PBE is 1.95 eV with a 4×2
Si(001) slab while our value is 2.19 eV. This step is crucial
to understand what the surface looks like for the surface
construction with epitaxy.
B. Silane adsorption on Si(001) surface

The construction of Si(001) crystal surface with the epitaxy
process can be initiated with various precursors such as
SiH2Cl2, Si2H6, or SiH4. For a generic example we study
the silane adsorption over this surface as presented in the
following reaction.

SiH4(g) SiH*
3 + H*

Different parameters can be taken into account for this
reaction and have been studied separately: the hydrogen cov-
erage [11], the adsorption mode of molecules (intradimer,
interdimer, inter-row) [12], and the supercell size [13]. The
first one has been studied for the adsorption of SiH3 only while
the two others have been studied for the same reaction. The
calculated adsorption energy is evaluated to 0.26 eV for intra
adsorption, 0.31 eV for inter adsorption, and 0.81 eV for inter-
row. The intra adsorption on a larger cell has a computed value
of 0.42 eV. The experimental values are under 0.20 eV [14]
for the intra adsorption and under 0.44 eV [15] for the inter
adsorption.

In our study, we combined the three parameters to have
a global understanding of the phenomenon. As an example,
we present here the inter-dimer adsorption of silane on a large
cell model and with different hydrogen coverages (0 and 0.875
ML). The results are presented in Fig. 1, the initial and the final
configurations can be seen for each coverage as well as the
reaction paths. The reaction energy Er (difference between the
energy of the final state TS and the initial state IS) of the three
different paths already highlights an important difference due
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Fig. 1. Reaction path energies for silane adsorption on two dimers of Si(001) surface for different hydrogen coverages (θ = 0 ML and 0.875 ML). The
energies (in eV) of the initial states are set at 0 eV for reading commodities. Hydrogen atoms are represented in white and silicon atoms in purple.

to the coverage: the high coverages (0.875 ML) have reaction
energies of -2.2 eV respectively while the empty surface has
a reaction energy of -1.4 eV. A partial coverage of the surface
(not all the dimers with hydrogen) seems favorable to the
adsorption of silane. The activation energy Ea (difference
between the transition state energy TS and the initial state IS)
of the two different paths show a small difference. The partial
coverages of the surface (θ = 0.875 ML), has an activation
energy of 0.03 eV respectively while the empty surface has
an activation energy of 0.16 eV. The energetic barrier is
lower with partial coverage of the surface. These energies
show that the adsorption of silane is thermodynamically and
kinetically more favorable with a partial coverage of the
surface. The desorption of hydrogen is crutial to continue
the construction of the silicon surface. This reaction is in
competition with silane desorption. The calculated desorption
energy of hydrogen is 2.4 eV when neighbouring dimer have
hydrogen adsorbed on it. While if neigbouring dimer are empty
or have some hydrogen adsorbed, the desorption energy of
hydrogen is between 2.1 and 2.2 eV.The desorption energy
of silane is 2.2 eV for 0.875 ML coverage and 1.6 eV with
a surface free of hydrogen. The difference between hydrogen
and silane desorption is smaller (0.2 eV) for higher surface
coverage in hydrogen than for low hydrogen coverage (0.5
eV).

IV. CONCLUSIONS

To conclude, we highlighted that the initial coverage of the
surface determines the energetic cost of the epitaxy process.
A partial hydrogen coverage of the Si(001) surface will
favor thermodynamically and kinetically the adsorption of
silane. These partial coverage of Si(001) clearly correspond
to the low-temperature epitaxy conditions, and the adsorption
of silane on this surface will clearly be favored in these
conditions. Also for low-temperature conditions, the difference
in energy desorption between silane and hydrogen is 0.2 eV
in favor of hydrogen desorption. The epitaxy, the growth of
silicon surface, must be favored.
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Abstract—The utilization of thin material layers is common
in modern semiconductor device fabrication. Subsequent etching
steps require an accurate modeling of these thin layers. Al-
though level-set based process TCAD simulations are capable
of representing flat thin material layers with sub-grid accuracy,
topographical changes during etching processes expose the low
underlying grid resolution, which leads to detrimental artifacts.
We present a novel algorithm that analyzes the thickness of
all material layers and suggests a refined target resolution for
local regions of thin layers affected by the etching process.
This allows to accurately represent topographical changes in
thin layers without refining unaffected regions of the domain.
We simulate the fabrication of a light-emitting diode device,
where our algorithm is used to automatically predict the optimal
resolution for all etched material layers. Our algorithm selects
efficient refinement factors to obtain the target resolutions with
locally employed hierarchical grids.

Introduction The fabrication processes of many modern
semiconductor devices – like light-emitting diodes (LEDs) or
three-dimensional NAND staircase flash memories – include
process steps in which parts of thin material layers are etched
away [1], [2]. Such fabrication processes can be simulated by
process technology computer-aided design (TCAD) simula-
tions employing the level-set method. The topography of the
wafer is described by a function ϕ in the domain Ω, where
the zero level-set of ϕ is defined as:

{x ∈ Ω | ϕ(x) = 0}, (1)

which is identical to the wafer surface. The level-set function
is discretized on a regular grid with grid resolution ∆x.
Furthermore, all material layers within the simulated structure
are represented using individual level-set functions [3].

Several etching processes in a level-set based simulation
framework use Boolean operations of level-set functions to
obtain the final status of the structure after the etching pro-
cess [3]: The to-be-removed parts of material layers from the
wafer (by etching) is also represented by a level-set function.
The relative complement (Boolean operation) of this level-set
function and all material layers affected by the etching process
is calculated within the etching algorithm and represents the
state of the wafer after the etching process is completed (see
Figure 1).

The level-set method is capable of representing flat thin
material layers (nm regime) with a very coarse (µm) resolu-
tion. However, when parts of these thin material layers are
removed by a Boolean operation the low lateral resolution
of the underlying simulation domain gets exposed and the

Etch

Material 1
Material 2
Substrate
Volume to
Remove

Fig. 1: Illustration of four stacked material layers on a wafer
and a simulated etching process using a Boolean operation.

∆x

(a) ∆x = 0.75µm

∆x

(b) ∆x = 0.25µm

Si
SiO2

Si3N4

∆x

(c) ∆x = 0.005µm

Fig. 2: Thin material layers with a thickness of 0.25µm after
a Boolean operation with different base-grid resolutions.

material layers meld into each other, introducing artifacts in
the resulting representation of the structure. To illustrate this
effect, Figure 2 shows three different grid resolutions (∆x)
from 1/4 to 6 grid points in vertical direction (thickness of
each material layer). Increasing the resolution in the whole
simulation domain is prohibitive due to severe hits on overall
simulation performance. Hierarchical grids can be used to
enable a locally increased resolution. A simulation employing
hierarchical grids consist of a base-grid that spans the entire
simulation domain and several nested sub-grids that cover
areas of interest (features) with a higher resolution [4]. A
feature detection algorithm based on the geometrical features
of the topography, like the surface curvature, is commonly
used to guide the refinements during the evolution of the
topography [4]. Such an approach is well suited for detecting
emerging features in the topography. However, it detects
features only after a Boolean operation has been performed.
To maintain the accuracy of the representation after a Boolean
operation has been applied, the resolution refinement has to
be performed before the Boolean operation is applied.

In this work, we present an algorithm for Boolean oper-
ations on hierarchical grids that automatically analyzes the
thickness of material layers which are affected by a Boolean
operation and calculates a minimum refinement level (before
the operation is applied) to obtain a sufficiently accurate
geometric representation.

1
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The proposed algorithm has been implemented into Silvaco’s
Victory Process simulator [5].

Method To determine the minimal required grid resolution
(∆xtar) to accurately represent a thin material layer affected
by a Boolean operation. We have to take into account a
predefined minimal number of grid points to represent a
material layer (Nmin) as well as the distance to the closest other
material layer affected by the Boolean operation (dclosest), it
follows for a given grid point:

dclosest

Nmin
= ∆xtar. (2)

This information combined with the grid resolution of the
current sub-grid (∆xcur) and a user-supplied refinement factor
(Fref) is subsequently used to calculate the required number
of refinement levels (Lref):

⌈
log(∆xcurr

∆xtar
)

log(Fref)

⌉
= Lref. (3)

The availability of the target resolution (∆xtar) – which is not
available using a topography-based feature detection – allows
our algorithm to deviate from a fixed refinement factor for the
newly created sub-grids.

A Boolean operation then starts with the calculation of
the level-set function χ that describes the material that is
removed on the base-grid. After χ has been calculated, all
material layers affected by the Boolean operation are deter-
mined. Next, the grid points at the intersection of the affected
material layers and the level-set function χ are determined.
At these intersection points, the distance form the material
layer that causes the intersection to all other material layers is
calculated. The distance to the closest material layer in normal
direction is checked if it fulfills dclosest

Nmin
≤ ∆xtar: If not, the grid

point is marked for refinement. After all intersection points
have been checked, a hierarchical grid placement algorithm
is initiated. The level-set function χ is recalculated where a
higher resolution is now available. The above procedure is
repeated on the new sub-grids until a predefined number of
grid levels is reached. Afterwards (3) is used to determine the
refinement level of the final sub-grids to accurately resolve
the thinnest material layers.

Results For evaluation, we simulate the fabrication of an
LED pixel of an LED array [2], [6]: For that simulation we
use a base-grid resolution of 0.125µm, Nmin = 6, Fref = 4,
and require a minimum of two grid refinement levels (4-4),
to guarantee an accurate representation of corners in the entire
domain.

On a (0001) sapphire substrate a 1.9µm thick GaN layer is
grown, afterwards 10 alternating layers with different thick-
ness of InGaN and GaN with a total height of 117.5nm are
grown on top of the GaN. The thinnest material layer is a
3nm thick InGaN layer. Afterwards, a 210nm thick p-GaN
cap layer is grown on top of the structure [2], [6]. To create
a singular LED pixel with a diameter of 75µm the excess
material is etched away using the here presented algorithm. It
follows from equation 3 that the finest sub-grid has to have
a 256 times finer resolution to accurately resolve the thinnest

1µm

Sapph
GaN
InGaN
p-GaN

(a) LED device

0.02nm

(b) 4-4-4

0.02nm

(c) 4-4-16 /
4-4-4-4

Fig. 3: LED device: (a) entire device, (b) active region with
3 grid levels (fixed refinement factor) – red circles highlight
kinks resulting from the too low resolution –, (c) active region
with 4 grid levels.

Feature detection method Refinement factors Run time
Our method 4-4-16 4min 22 s
Our method 4-4-4-4 8min 45 s
Geometrical 4-4-4-4 11min 45 s

TABLE I: Etching simulation run times for different refine-
ment level configurations. (Intel Xeon E5-2680v2)

material layers. Our algorithm constructs this refinement by
adding one additional sub-grid with a 16 times finer resolution
(4-4-16). We also assess the option to apply the thin layer
specific refinement in smaller steps rather than in one big
step. Figure 3 shows the LED device after etching through
the thin material layers (active region). Figure 3b shows that
choosing a smaller Nmin (resulting in 3 grid levels 4-4-4)
is not enough to accurately represent the thin layers after
the etching process (see visible kinks between the material
layers). Figure 3c shows the results using a 4-4-16 and a 4-
4-4-4 refinement which produce the same final topography.
Table I shows the run time of our algorithm when it is allowed
to deviate from a fixed refinement factor: Our algorithm has a
two times faster simulation run time when it utilizes its ability
to deviate from a fixed refinement factor. Furthermore, our
algorithm has a three times faster run time than an algorithm
based on geometrical features only.
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Abstract— A cost-function based parameter optimizer is developed 

for the publicly available Compact-Physical (Comphy) framework 

and fit experimental Negative Bias Temperature Instability (NBTI) 

data. Ultrafast (10s delay) measured threshold voltage shift (VT) 

during and after NBTI stress at various stress (VGSTR) and recovery 

(VGREC) bias, temperature (T) and stress time (tSTR), and mixed AC-

DC stress using random VGSTR, VGREC, pulse duty cycle (PCD) and 

frequency (f) are used. Comparison is done with modeling using the 

BTI Analysis Tool (BAT) framework.  

Introduction: NBTI continues as a dominant reliability issue in 
modern p-FETs [1]. It causes positive charge buildup in the gate 
insulator of the device during stress, and shifts its parameters in 
time. The accrued charges partially reduce after the removal of 

stress, which results in recovery of parametric shift. Therefore, 
the modeling of NBTI becomes challenging, especially for gate 

pulses having arbitrary on (stress) and off (recovery) phases that 
mimic the data-paths in digital circuits, and for non-digital pulses 
encountered in analog and mixed-signal applications.  

    Although the physics of NBTI remains debated [2]-[4], there 
are two competing frameworks at present: BAT [1] and Comphy 
[5], the latter is publicly available in [6]. In BAT, uncorrelated 

contributions from interface trap generation (VIT), trapping of 

holes in pre-existing traps (VHT), and generation of bulk gate 

insulator traps (VOT) are used to model the VT time kinetics 

during and after stress. Reaction-Diffusion (RD) model together 

with Transient Trap Occupancy Model (TTOM) is used for VIT, 
Activated Barrier Double Well Thermionic (ABDWT) model for 

VHT, and Reaction-Diffusion-Drift (RDD) model for VOT, the 
model details and parameters are provided in various chapters of 
[1]. On the other hand, Comphy uses uncorrelated contributions 

from the recoverable (R) and (semi) permanent (P) components, 
handled respectively by Non-radiative Multi-Phonon (NMP) and 

Two Well Thermionic (TWT) models. In modern p-FETs having 
High-K Metal Gate (HKMG) stacks, R is individually calculated 
for the interlayer (IL) and High-K layer.   

BAT is successfully validated by using diverse experimental 
conditions and across various technologies [1]. In this work, the 
Comphy framework is evaluated using basic DC stress-recovery 

and mixed DC-AC stress. The BAT results from [1] are shown 
as a comparative reference.    
 

Modeling: Comphy has 19 adjustable parameters: 6×2 for R and 
7 for P. A Root Mean Square Error (RMSE) cost function based 
optimizer is developed for fitting Comphy simulation with data, 
and all 19 parameters are freely varied. BAT has a maximum of 

14 adjustable parameters, however, not all are freely varied, see 
[1] for details. For both models, once a parameter set is obtained 
for a particular device, they are kept fixed to simulate different 

experimental conditions.   

Measured VT time kinetics (at fixed VGSTR, T) and fixed time 

VT versus VGSTR and T from Replacement Metal Gate (RMG) 

HKMG FinFETs are modeled respectively in Fig.1 and Fig.2 by 
BAT and Comphy, and the subcomponents are shown. For BAT, 

during stress, VHT saturates early, while VIT and VOT evolve 
in time, respectively with long-time power-law slope of ~1/6 and 

~1/4; after stress, VHT and VOT respectively recover fast and 

show negligible recovery, while VIT recovers over an extended 

period; VIT dominates overall VT (unless at high VGSTR and/or 
T). For Comphy, during stress, R evolves with a shallower time 

slope than P, while recovery is only due to R; equal contribution 
is made by R and P (unless at high T when P dominates). For the 

same device, measured and modeled VT time kinetics during 

and after stress at fixed VGSTR and varying T (Fig.3), and at fixed 

T and varying VGSTR (Fig.4), and fixed time VT versus VGSTR at 
various T (Fig.5) are shown. The optimized parameters are used 

to model recovery kinetics at different tSTR (Fig.6), and different 
VGREC (Fig.7).  

Gate First (GF) HKMG data are also modeled (Fig.8-Fig.11). 
Two sets of (19) parameters are obtained for Comphy, by fitting 

only VT stress-recovery time kinetics (DC optimized, Fig.8) or 

also with DC multicycle data (Total optimized, Fig.9, Fig.10 (a), 
(b)). DC multicycle simulation (Fig.10 (a) and (b)) are shown for 
both sets of parameters. The Total optimized parameters are then 

used for simulation of mixed DC-AC in Fig.10 (c)-(f) and Fig.11 
(a) and (b), and AC multicycle with different VGREC, f and PDC 

in Fig.11 (c)-(f). For BAT, only 10 parameters are adjusted [1]. 
 

Conclusion: BAT and Comphy can model simple time kinetics 

during and after NBTI stress at different VGSTR x T. However, 
Comphy faces some challenges in modeling recovery at different 
VGREC (for analog applications), as well as arbitrary and mixed 

DC-AC gate waveforms (for digital data-path signals), although 
BAT can model the same. Comphy needs to be further tested by 
using higher f AC stress experiments (like BAT [1]) for further 

verifications. However, higher f AC simulation is difficult with 
publicly available Comphy due to large memory consumption.   

References: [1] Mahapatra (Ed.), Springer, 2022, [2] Mahapatra, TED, 2013, p. 
901, [3] Stathis, MR, 2018, p. 244, [4] Mahapatra, MR, 2018, p. 127, [5] Rzepa, 
MR, 2018, p. 49, [6] https://comphy.eu/downloads, [7] Parihar, TED, 2018, p. 

23, [8] Parihar, TED, 2018, p. 392. 

 
Fig.1 Measured (symbols) and modeled (lines) VT  time evolution at fixed VGSTR = −1.7V 
and T=100∘𝐶 during (a) stress and (b) subsequent recovery in RMG FinFET.  

 
Fig.2 Measured (symbols) and modeled (lines) fixed time VT at tSTR=1Ks, as a function of 

(a) VGSTR at T =100∘C, (b) T at VGSTR =−1.5V. in RMG FinFET. 
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Fig.3 Measured (symbols) and modeled (lines) VT  time evolution at fixed VGSTR = −1.5V 
for different T during (a) stress and (b) subsequent recovery in RMG FinFET. Solid and 
Dashed lines are for Comphy and BAT respectively. 

Fig.4 Measured (symbols) and modeled (lines) VT  time evolution at fixed T=100∘𝐶 for 
different VGSTR during (a) stress and (b) subsequent recovery in RMG FinFET devices. Solid 
and Dashed lines are for Comphy and BAT respectively. 

  

  

 
Fig.10 Measured (symbols) and modeled (lines) of arbitrary VT  in GF planar MOSFET 
(a) & (b) multiple dc segments with different VGSTR but fixed tSTR, (c) mixed ac–dc stress 
with inserted recovery after dc stress and fixed VGSTR and tSTR, (d) mixed ac–dc stress with 
ac stress before dc stress and fixed VGSTR and tSTR, (e) mixed ac-dc stress with ac between 
dc stress and varying VGSTR, (f) mixed ac-dc stress with inserted recovery after dc stress and 
varying VGSTR. Comphy (left panel) and BAT(right panel) are shown. 
 

 
Fig.7 Measured (symbols) and modeled (lines) VT  time evolution at fixed VGSTR= −1.5V 
and T=100∘C but different VGREC in GF planar MOSFET for (a) tSTR =1000s, (b) tSTR=0.1s. 
Solid and Dashed lines are for Comphy and BAT respectively. 

 
Fig.8 Measured (symbols) and modeled (lines) VT  time evolution during (a) stress and (b) 
subsequent recovery in GF planar MOSFET, with DC optimized parameters for Comphy. 
Solid and Dashed lines are for Comphy and BAT respectively.  

 
Fig.9 Measured (symbols) and modeled (lines) VT  time evolution during (a) stress and (b) 
subsequent recovery in GF planar MOSFET, with Total optimized parameters for Comphy. 
Solid and Dashed lines are for Comphy and BAT respectively. 

 

 
Fig.11 Measured (symbols) and modeled (lines) of arbitrary VT  in GF planar MOSFET (a) 
mixed ac–dc stress with inserted recovery after dc stress with fixed VGSTR and varying tSTR, 
(b) mixed ac–dc stress with ac stress before dc stress with varying VGSTR and tSTR (c) multiple 
ac stress with varying VGSTR, (d) multiple ac stress with varying frequency, (e) multiple ac 
stress with varying VGSTR and frequency, (f) multiple ac stress with varying PDC. Comphy 

(left panel) and BAT(right panel) are shown. 

Fig.5 Measured (symbols) and 

modeled (lines) fixed time VT at 
tSTR=1Ks, at different T, as a function 
of VGSTR, in RMG FinFET. Solid and 
Dashed lines are for Comphy and 
BAT respectively. 

Fig.6 Measured (symbols) and modeled 

(lines) VT  time evolution at fixed VGSTR 

= −1.5V and T=100∘C but different tSTR in 
RMG FinFET. Solid and Dashed lines are 
for Comphy and BAT respectively. 
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Introduction 
 

Phosphorus δ-layers in silicon (Si:P δ-layer) and, in 

particular, P δ-layer tunnel junctions (Si:P δ-layer tunnel 

junctions) have raised a lot of interest due to their high 

potential to become one of the important building blocks 

for quantum and beyond Moore computing applications.  

 

Atomic precision advanced manufacturing (APAM) [1], 

which can be used to create doped planar structures (e.g. P 

or B) in Si with sub-nanometer abruptness precision and 

single-donor precision, provides a platform for 

manufacturing these types of systems. However, 

unintentional disorders can be introduced during the 

manufacturing process due to the stochasticity of the 

chemistry underlying the APAM process or due to the 

distinct thermal processes. 
 

Previous theoretical approaches to investigate δ-layer 

systems [2,3] were based on the employment of periodic 

boundary conditions along the propagation direction, 

which become inapplicable in the case of tunnel junctions 

(TJs). Additionally, in our previous works [4], we have 

shown the need for an open-system quantum transport 

(QT) treatment to study highly conductive δ-layer systems. 
 

In this work, we apply an efficient self-consistent QT 

formalism [5,6,7,8] to investigate how disorders might 

alter the tunneling current in Si: P δ-layer TJs. 

 

Quantum Transport Framework  
 

Our open-system QT framework [7,8,9,10,11] relies on a 

self-consistent solution of the Poisson-open system 

Schrödinger equation in the effective mass approximation 

and the Non-Equilibrium Green’s Function (NEGF) 

formalism. 
 

Within the NEGF formalism, the current Jλλ’ from lead λ to 

λ’ is computed from the Landauer formula 
 

 
Jλλ′ =

2e

h
∫Tλλ′(E)(fλ(E) − fλ′(E))dE, (1) 

 

where e is the electron charge, h is the Planck’s constant, 

E is the energy, fλ(E) = f(E − EF − qVλ) is the Fermi-

Dirac function within the leads, Vλ is the applied voltage to 

the lead, EF is the Fermi level and Tλλ’ is the electronic 

transmission from λ to λ’. The transmission function is 

given by 

 Tλλ′(E) = Tr(Гλ𝐆DГλ′𝐆D
† ), (2) 

 

where Гλ = i(𝚺λ − 𝚺𝜆
†) are the coupling (ND×ND)-matrices 

between the device and the leads, and GD and GD
† are the 

retarded and advanced Green’s functions (ND×ND)-

matrices of the coupled device with the leads (open-system 

device). The retarded Green’s function matrix can be 

computed using the Dyson equation 
 

𝐆D = [𝐈 − 𝐆D
0𝚺]−1𝐆D

0  (4) 
 

where 𝐆D
0 = ∑

|Φα〉〈Φα|

E+−Eα
α  and  𝚺 = ∑ 𝚺λ

λL
λ=λ1

. The electron 

density matrix is defined as 
 

 
ρ(ri) =∑∫ ρλ(ri, E)fλ(E)dE,

∞

−∞λ

 (5) 

 

where ρλ(ri, E) =
1

2π
𝐆DГλ𝐆D

†
. We can notice that all 

matrices in the above matrix operations are of size 

(ND×ND), where ND is the total grid-points of the 

discretized device domain. Thus, for instance, the 

inversion matrix cost in Eq. 4 is of O(ND
3), and the 

calculation cost of the eigenstates of 𝐇D
0  in Eq. 4 is of 

O(NDNe
2), where Ne is the number of calculated 

eigenstates. 
 

To reduce the computational cost of these intensive 

calculations, we utilize the Contact Block Reduction 

(CBR) method. The CBR is an efficient method to 

calculate the electronic transmission function of an 

arbitrarily shaped, multi-terminal open device. Within this 

method, the ND grid-points are subdivided into NC 

boundary grid-points with the leads and NDi interior grid-

points of the device domain (ND=NC+NDi, NDi>>NC). With 

this domain discretization, the self-energy matrix Σ, the 

open-system device Hamiltonian HD, and the Green’s 

function matrix of the open-system device GD can be 

expressed as submatrices 
 

𝐇D = (
𝐇C 𝐇CDi

𝐇DiC 𝐇Di
), 𝐆D = (

𝐆C 𝐆CDi

𝐆DiC 𝐆Di
) and 𝚺 = (

𝚺C 𝟎
𝟎 𝟎

), 

 

where the size of the sub-matrices HC, GC, and ΣC are 

(NC×NC), the size of the sub-matrices HCDi, GCDi and ΣCDi 

are (NC×NDi), and the size of the submatrices HDi, GDi and 

ΣDi are (NDi×NDi). After some algebra, the electronic 

transmission from lead λ to λ’ can be computed as 
 

 Tλλ′(E) = Tr(ГCλ𝐆CГCλ′𝐆C
†), (6) 

 

where 𝐆C = [𝐈 − 𝐆C
0𝚺C]

−1𝐆C
0 and ГC𝜆 = i(𝚺Cλ − 𝚺Cλ

† ). 

Similarly, the electron density matrix can be computed as 
 

    
ρ(ri) = ∫ 𝚵(E)fλ(E)dE,

∞

−∞

 (7) 

 

where  𝚵(E) =
1

2π

𝐁C
−1ГC𝐁C

−1†

(E+−Eα)(E
−−Eα)

  and  𝐁C = 𝟏C − 𝚺C𝐆C
0.  

Importantly, note that all matrices are now of size 

(NC×NC), where NDi>>NC. Therefore, we can reduce 

considerably the computational cost by employing the 

CBR method in the NEGF formalism. 
 

For the self-consistent solution of the non-linear Poisson 

equation, we employed a combination of the predictor-

corrector approach and the Anderson mixing scheme. 
 

Results and discussion 
 

We have applied our QT framework to investigate 

disorders in Si: P δ-layer TJs. The device is shown in Fig. 

1. The considered disorders include variations of the δ-

layer thickness (the ideal δ-layer thickness corresponds to 

the mono-atomic layer, which is approximately 0.2 nm), 

small variations of the tunnel gap lengths (Lgap + δLgap) 

from the desired lengths, and the presence of impurities and 
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charged dipoles in the tunnel gap. To carry out this study, 

we have evaluated the tunneling current ratio between the 

"non-ideal" device (with disorder) and the 

"ideal/reference" device (without disorder) for a wide 

range of tunnel gap lengths. 
 

 
Fig. 1: The Si:P δ-layer TJ device is composed of a Si body, a 

very high P-doped layer with an intrinsic gap, and a Si cap. 
 

 
 

Fig. 2 shows the tunneling current ratio for the distinct 

disorders mentioned above. Firstly, one can observe that 

small deviations from the ideal δ-layer thickness (see green 

curve in Fig. 2(a)) and tunnel gap lengths (see olive and 

blue curves in Fig. 2(a)) can only alter the tunneling rate 

up to 20%. On contrary, the presence of impurities near the 

intrinsic gap strongly alters the tunneling rate (see red an 

black curves in Fig. 2(b)), especially for large tunnel gaps 

(Lgap>10nm). Our simulations also predict a strong 

asymmetry with the impurity electrical sign: n-type 

impurities in the intrinsic tunnel gap dramatically affect the 

current value, increasing the current; at the same time, p-

type impurities reduce the current to a significantly smaller 

manner. In Fig. 2(a), it also includes the effect of dipoles 

in the tunnel gap, i.e. when two distinct electrical sign-

charged impurities are in proximity. As expected the effect 

of a dipole is significantly weaker than that of a single 

charged impurity: the strong increase in the tunneling rate 

by the presence of an n-type impurity is neutralized by the 

decrease in the tunneling rate by the presence of a p-type, 

especially for short dipole lengths. For very large dipole 

lengths, where there is no interaction between the positive 

and negative charges, the effect on the tunneling rate is a 

superposition of both, thus n-type impurity taking 

prevalence. It is also evident that the effect of a dipole in 

the tunnel gap strongly depends on the dipole moment 

orientation. Overall, however, the effect of a dipole in the 

gap on the tunneling rate is weaker than the effect of a 

single charged impurity in the tunnel gap. 

 

Conclusions 
 

We have employed an efficient self-consistent 

implementation of the NEGF formalism. We have applied 

this framework to investigate the effect of disorders on the 

tunneling current in δ-layer TJs. We have considered 

variations of the δ-layer thickness, small deviations of the 

tunnel gap lengths, and the presence of impurities and 

charged dipoles in the intrinsic tunnel gap. While most 

disorders moderately affect the tunneling rate (up to 20%), 

a single charged impurity in the tunnel gap can alter the 

tunneling rate by more than an order of magnitude, 

especially for relatively large tunnel gaps (>10nm). The 

electric sign of impurity plays an important role in the 

tunneling rate: the change of current due to an n-type 

impurity is stronger than for p-type impurity, especially for 

large tunnel gap lengths (>10 nm). Thus, we can conclude 

that our simulations suggest overall that geometric fidelity 

of the device fabrication is less important than mitigation 

of impurities inside of the junction. Finally, our 

simulations also shed light on some manufacturing 

challenges and guidance for the next generation of 

quantum and beyond-Moore devices using δ-layer as a 

building block.  

 

 
(a) 

 

(b) 

Fig. 2: Effect of non-idealities on the tunneling current for an 

applied bias of 100 mV: (a) single n-type impurity and p-type 

impurity; (b) . ND = 1014 cm-2, NA= 1017 cm-3, t = 1 nm, L = 50 nm 

and H = 20 nm. 
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Abstract: In this paper, we present a Verilog-A based 
compact model for simulating Ferroelectric Fully Depleted 
Silicon-on-Insulator (Fe-FDSOI) FET. The model can 
capture the rich physics of ferroelectric (FE) materials and 
reproduce the important electrical characteristics, such as 
history effect, the impact of threshold voltage on pulse width 
and amplitude as well as potentiation-depression 
characteristics. The FE switching is modeled using Preisach 
model to capture the Polarization (P) – Voltage (V) 
characteristics. In addition, we capture the history-dependent 
minor loop characteristics to obtain multiple states of 
polarization. This allows the modeling of multiple 
conductance states, which form the fundamental prerequisite 
for neuromorphic applications as well as multi-level non-
volatile memories. The underlying baseline FDSOI FET is 
modeled using the industry-standard BSIM-IMG compact 
model. The model is then augmented with the physics-based 
model of FE capacitor to realize Fe-FDSOI FET. Our model 
is computationally efficient and carefully calibrated to 
reproduce experimental measurement data. 
Introduction: Fe-FDSOI shows a great potential for non-
volatile memory and neuromorphic applications [1]. To fully 
exploit the functionality of FeFETs, we need efficient 
compact models to explore the large available design space. 
However, existing models require a significant amount of 
memory and time, which is computationally inefficient for 
large circuit simulations [2]. Hence, a highly efficient 
compact model is a key requirement to successfully 
reproduce the trend of memory window, conductance, and 
history effects from experimentally measured data. In this 
paper, we present an efficient compact model that stores a 
smaller number of turning points and can still reproduce all 
the experimentally observed characteristics. The primary 
advantage of our model comes from using R-C element to 
calculate the delay and store lesser number of turning points 
[3]. To validate the working of our model, we first calibrate 
the industry-standard compact model for the FDSOI 
technology (BSIM-IMG) with experimental data to calibrate 
the underlying FET device. Then, we calibrate the FE 
capacitor using the developed Fe-Cap model to get the 
required parameters for the realization and simulation of Fe-
FDSOI. We then simulate the transfer characteristics of the 
device and the effect of back bias. Further, we show the 
history effects by showing pulse amplitude and width 
modulation. We finally demonstrate the potentiation and 
depression characteristics exhibited by the FDSOI which can 
be used for neuromorphic and other memory applications. 
Results and Discussions: The structure of the Fe-FDSOI is 
shown in Fig. 1(a) in which MFMIS configuration is 
employed. As compared to the MFIS structure, this is 
computationally more efficient as it solves two different 
circuit entities simultaneously without sacrificing any 
important characteristics [3]. The underlying FDSOI FET is 
modeled using the industry-standard BSIM-IMG [4] 
compact model. It is calibrated against experimental data 
from [5], shown in Fig. 1(b). The n-FDSOI FET 
characteristics are obtained by mirroring the p-FDSOI FET 
characteristics. The Fe-Cap is modelled using Preisach 
model. The slope of the P-V curve (m) is calculated by 

considering the prior turning points. The turning points are 
calculated based on a delayed voltage (Vdel) using an R-C 
delay network [3]. If Vdel is greater than or less than the input 
voltage, we correspondingly calculate as turning up or 
turning down. Our Preisach model of the Fe-Cap is also 
validated against experimental data from [2] to get the 
required values of Remnant Polarization (Pr), Coercive Field 
(Ec) and Saturation Polarization (Ps), as Fig. 2 shows. We 
also demonstrate the minor loops by storing the turning 
points and calculating the slope of the loop based on stored 
values. However, compared to prior implementations that 
required storing of all the turning points, we store only the 
last two turning points. For cases when the voltage exceeds 
the stored turning point, we use the maximum positive or 
negative bias to calculate m. Hence, we calculate m and P at 
every bias point by: 

         𝑚 =
ೌ ೠೣೠିೌ ೠೣ

ೞ൬௧ቀ௪൫ೌ ೠೣೠି൯ቁି௧ቀೌ ೠೣ
ିቁ൰

                (1) 

      𝑃௨௫ = 𝑚 ∗ 𝑃௦ × 𝑡𝑎𝑛ℎ൫𝑤(𝑉௨௫ − 𝑉)൯ + 𝑃               (2) 

Where, u, l corresponds to the stored points and Vaux is the 
input voltage across the ferroelectric after relaxation. We 
then combine the model of the Fe-Cap and BSIM-IMG by 
solving the charge balance at every instance using 
commercial SPICE simulator to get Fe-FDSOI. The 
simulated Fe-FDSOI characteristics are shown in Fig. 3 with 
a memory window of about 1.2 V (when programmed with a 
pulse of magnitude = 5 V) between the high Vt and low Vt 
states. One of the important advantages of using Fe-FDSOI 
is the ability to control Vt using back-bias. The effect of back 
bias on the transfer characteristics is shown in Fig. 4. A 
negative back bias shifts the threshold voltage of both the 
states to the right, whereas a positive back bias shifts it 
towards the left. This is especially useful for some memory 
applications such as ternary content addressable memory to 
ensure reliable operation [6]. On applying input pulses of 
increasing magnitude sets the Fe-FDSOI in different states. 
Positive program pulse (Vp) and negative erase pulse (Vn) 
as shown in Fig. 5 (a) and (b) are applied, followed by a 
reading sweep. The results are shown in Fig. 5 (c) and (d), 
which clearly demonstrate different Vt states. Recently, Fe-
FET has been demonstrated as an analog synapse for 
neuromorphic applications where potentiation and 
depression of the conductance states is an important step in 
weight update [1, 2]. We calculate the conductance at Vds= 
0.1 V after every pulse, as shown in Fig. 6. It shows relatively 
linear and symmetric characteristics, which is highly 
desirable. Finally, we show the effect of pulse width 
modulation on the Fe-FDSOI in Fig. 7. Not much variation 
of the memory window is observed after the device switches. 
This reaffirms amplitude modulation is a more suitable 
scheme for updating weights in neuromorphic computing.  
Conclusion: We presented a robust and efficient compact 
model for Ferroelectric FDSOI simulations. It paves the way 
for further development of large-scale circuits, including 
non-volatile memory, logic- and in-memory applications. 
References: [1] H.Mulaosmanovic et al., IEEE VLSI Sym, 2017; 
[2] K.Ni et al., IEEE VLSI Symposium 2018 ; [3] A Gaidhane et 
al., TechRxiv, 2022;  [4] H.Agarwal et al., IEEE EDTM 2020;  [5] 
Q. Liu et al., IEE IEDM 2013; [6] X.Yin et al., DATE 2017. 
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Fig. 1. (a) The simulated Fe-FDSOI struc-
ture with MFMIS configuration. (b) Cal-
ibration of Drain current (Ids) - Front
Gate voltage (Vfg) characteristics of pFET
varying back gate bias Voltage (Vbg) from
-2 V to 2 V with Vdd = 0.75 V with a gate
length (Lg) of 20 nm. Measurement data
is taken from [5].

Fig. 2. Validation of simulated Paux-Vaux with
a 10nm HfO2 based ferroelectric material ex-
perimental results [2] for a non periodic signal
to determine the turning points.
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Fig. 3. The simulated transfer charac-
teristics of the Fe-FDSOI device hav-
ing a width of 100 nm in (a) Linear
scale, and (b) Log scale showing a
memory window (MW) of 1.186 V.
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Fig. 4. Effect of back bias on the transfer characteristics of the Fe-FDSOI structure
shown in (a) Linear scale (b) Log scale. A positive back bias shifts the graph to
the left thus reduces Vth and vice-versa for negative back bias.
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values of Vp and Vn set the device into different threshold voltage levels thus
enabling MLC as well as for neuromorphic applications.
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Fig. 6. (a) Applied waveforms for the channel con-
ductivity increase (potentiation) and decrease (de-
pression). (b) potentiation and depression charac-
teristics. The conductance can be mapped directly
to neural weights and can be used for neuromorphic
applications.
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I. INTRODUCTION

Nanosheet gate-all-around transistor devices have been
adopted by Samsung in their 3 nm CMOS offering [1].
Compared to FinFETs they have superior electrostatic con-
trol [2], [3]. The nanosheet architecture can also be vertically
stacked thus achieving higher drive current on a same footprint
area compared to a single nanowire or nanosheet. Accurate
device simulations are crucial for the development and the
optimization of the nanosheet transistors. With this in mind,
we have developed and report a hierarchical simulations flow
implemented in the Glasgow Nano-Electronic Simulation Soft-
ware (NESS) in order to enable the accurate simulation and
optimization of the nanosheet transistors [4], [5].

II. METHOD

In Fig. 1 we have shown the modular structure of NESS. The
focus in the current abstract is the flow of the essential modules
for the accurate simulation of the nanosheet transistors. The
relevant NESS modules include the structure generator (SG),
Effective Mass Extractor (EME), Non-Equilibrium Green’s
Function (NEGF) and Drift-Diffusion (DD) module. All trans-
port solvers work in a unified solution domain created by SG
and are linked to a common Poisson Solver as shown in Fig. 1.
In this section we briefly describe each module in the contest
of the nanosheet transistors simulation. A very important step
in the quantum transport simulation of semiconductor devices
working in strong confinement regime is the extraction of
the effective masses for specific device cross section. NESS
includes the EME module which allows the calculation of the
effective masses, based on results from first principle band-
structure simulation (Fig 3). The EME module extracts the
parabolic transport masses using parabola fitting to the E-k re-
lations for each sub-band and the confinement masses from the
differences between the lowest sub-band energies. The NEGF
transport formalism provides a quantum treatment of electron
transport to capture quantum phenomena such as tunneling,
coherence, and particle-particle interactions in mesoscopic and
nano-scale devices. We can simulate ballistic transport or can
enable electron-phonon (e–ph) interactions within the self-
consistent Born approximation by including the optical (Opt),
acoustic (Ac), or optical-acoustic (Opt+Ac) e-ph scattering
to study the transport in diffusive limit. The carrier density,
potential profile, and the current are obtained by performing
a self-consistent solution of the Poisson equation and the

NEGF transport solver in coupled mode-space representation.
The DD module solves the carrier continuity equations self-
consistently with the Poisson’s equation. It includes different
mobility models to account for the impact of doping, and
parallel and perpendicular electric fields.

III. RESULTS

SG – The structure generated for this paper is shown in Fig. 2.
The device has a source/drain and gate length of 10 nm, a
channel width and height of 12 and 3 nm, respectively. The
gate oxide thickness is 1 nm SiO2. For the current study we
used rectangular shape although more realistic cross sections
can be handled in NESS. Fig 3, shows the comparison of
the tight binding band-structure obtained from the Quantu-
mATK [6] and the extraction from NESS [7], resulting to a
good agreement between the minima and curvature of the
band-structure. NEGF – The ID-VG characteristic at drain
bias of 0.05 V, and 0.7 V are represented in Figs. 4, and 5,
respectively. The effect of scattering is also demonstrated in
the figures. In Figs. 6, and 7 depict the OFF- and ON-state
local density of states (LDOS), average potential, and energy
sub-band structure for low and high drain biases. DD – As
shown in Fig. 8, the DD simulator can be calibrated to fit
the NEGF results. This enables the use of DD simulator
for situations where large number of simulations are needed
e.g. in variability simulations where schemes like NEGF are
computationally too expensive.

IV. CONCLUSION

In the current work we have successfully demonstrated the
capabilities of NESS in the hierarchical predictive simulations
of nanosheet transistors. We have carried out device simu-
lations and showed that the more accurate NEGF simulations
can be used for the calibration of the classical DD simulations
within one single toolbox. Additionally we showed that the
EME module can be used to extract the effective masses for
confined structure like the nanosheet.
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Fig. 1. NESS modular system.

Fig. 2. Structure of nanosheet and doping
profile along the channel.

Fig. 3. Comparison of the electronic band-
structure calculated using tight binding and the
Parabolic Effective Mass approximation using
the EME module for a 3nm×12nm Nanosheet
with orientation along 100 direction.

Fig. 4. ID-VG characteristics for ballistic
and diffusive NEGF simulations at low drain
(0.05V) bias. The both linear and logarithmic
scale have been depicted.

Fig. 5. ID-VG characteristics for ballistic and
diffusive NEGF simulations at high drain (0.7V)
bias. The both linear and logarithmic scale have
been depicted.

Fig. 6. The LDOS, average potential (black
line), and energy sub-bands structure in the
OFF-state in the ballistic limit for VD = 0.7 V
and VG = 0 V.

Fig. 7. The LDOS, average potential, and
energy sub-bands structure in the ON-state with
Opt+Ac e-ph scattering for VD = 0.7 V and
VG = 0.7 V. The reference in energy is taken
at the Source Fermi level (EFS = 0 eV).

Fig. 8. Calibration of drift-diffusion simulator
to NEGF results (with optical and acoustic
phonon scattering) for ID-VG characteristics
obtained at low and high drain bias.
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ABSTRACT 
 

On-cell metrology based on spectral imaging (SI) with 

TCAD modeling is developed for measuring advanced logic 

devices. Spectral imaging has been adopted because it can 

directly measure a cell-block of logic device, which was 

difficult with the conventional methodology. One of 

conventional methodology, optical critical dimension 

(OCD), assumes that the cell-block is infinitely periodic, so 

that metrological site is needed and relatively large. SI has 

also disadvantages in consistency because it only measures 

a single spectrum type and narrow wavelength band. To 

overcome such limitations, we adopt TCAD modeling by 

providing realizable spectrum and structure. TCAD is 

modeling technique which creates a structure by physical or 

mathematical simulation. After generating pairs of spectrum 

and structural parameter, a correlation is obtained through 

machine learning. With proposed method, we could obtain 

both wafer-to-wafer distribution and in-wafer distribution 

with a good tendency in logic devices.  

 

Keywords — Spectral Imaging, Optical critical dimension, 

Spectroscopic ellipsometry, Spectroscopic reflectometry 

 

1. Introduction 

Non-destructive in-line metrologies of logic devices are 

becoming important to prevent yield loss and evaluate 

electric characteristics. As the device scaling decreases and 

the development cycle shortens, its importance and demand 

is increasing further [1-2]. Due to this demand, measurement 

at the cell level is required to obtain the local characteristics 

which could not be achieved with optical conventional 

methodology. One of conventional methodology, optical 

critical dimension (OCD) [3-4] needs a large measurement 

area, assuming that the cell-block is infinitely periodic. 

Owing to its assumption and large area, the homogenized 

characteristics can be obtained, but the local characteristics 

of the cell-level cannot be achieved [5]. 

To overcome such limitations, we propose the spectral 

imaging (SI) with TCAD modeling. SI system is on-cell 

metrology which can generate high resolution spatial images. 

From analyzing spatial images, it can obtain local 

characteristics of cell-block. SI system measures only the 

reflectance of s-waves, sR, for the fast capturing, so that it 

has a disadvantage in terms of machine learning. This lack 

of spectrum type can be overcome through TCAD modeling 

by realizing structure and spectrum of simulation. The 

relationship between spectrum and structural parameter has 

been improved, and the wafer distribution tendency has been 

improved also. 

2. Theoretical Backgrounds 

2.1. Optical System Configuration 

The schematic OCD and SI system is depicted in Fig. 1. 

As shown in Fig. 1(a), OCD system only one large 

broadband point source to wafer. The reflected light is split 

through the prism. The line charged-coupled device (CCD) 

received broadband spectrum. On the other hand, SI system 

incident single wavelength but multi-points source on wafer 

by the monochromater in Fig. 1(b). The reflected light is 

captured as an image by the area CCD. The stack of images 

stored by wavelength becomes a spectral cube as shown in 

Fig. 2(a). When gather information according to the 

wavelength of the spectral cube at an arbitrary position, each 

spectrum can be obtained (See Fig. 2(b)).  

2.2. Methodology of SI system 

SI system can acquire spectrum at high resolution multi-

points, but it has a relatively lack of data from its 

configuration. The wavelength band of SI has a relatively 

coarse and narrow. Also, SI generally uses one type of 

spectrum type (reflectance of s-wave, sR) owing to the 

burden of data. Therefore, the learning process is necessary 

to complement the lack of data. 

In the conventional SI approach, sR signal and the module 

target spec (MTS) are learned (See Fig. 3(a)). It does not 

require modeling, so machine learning is performed directly. 

MTS can be obtained from the transmission electron 

microscope (TEM) and scanning electron microscope 

(SEM), but it is hard to collect sufficient data for learning. 

The key difference of proposed method is adopting 

TCAD model as shown in Fig. 3(b). TCAD model is a time-

transient physical model that is possible to implement 

incoming factors. TCAD model is completed through three 

steps. In structural calibration, structure is generated suitable 

for TEM. The simulation spectrum can be calculated from 

the rigorous coupled-wave analysis (RCWA) and compared 

to the actual spectrum to define the good of fitness (GOF). 

In OCD signal GOF optimization, the spectroscopic 

ellipsometry (SE) and spectroscopic reflectometry (SR) are 

fitted. In SI signal GOF optimization, only sR signal is 

optimized with narrowing the wavelength band. TCAD 

model is free to construct simulation library which is pairs 

of spectrum and MTS. Fully connected neural networks 

(FCNNs) is adopted for the machine learning.  

3. Result  

The proposed method was used in a specific step of logic 

products. Fig. 4 shows the results of OCD and SI GOF 
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optimization. They satisfies GOFs of 0.98 or more 

respectively. Machine learning results have accuracy of 

R2=0.53. Fig. 5 shows the results of wafer distribution 

according to etch time split. Wafer-to-wafer distribution, 

which is MTS change between other wafers is clearly 

distinguished. As the etching time increases, the CD 

becomes smaller. In-wafer distribution which is MTS 

change in wafer is confirmed clearly. The MTS change 

according to the radius is the same as the left and right, and 

it tends to be similar in other wafers. 

4. Conclusion  

In this paper, we propose a spectrally resolved imaging 

system with TCAD modeling. Through TCAD model, it can 

suggest better learning data similar to actual spectrum and 

MTS. From improved consistency and locality, proposed 

method can grasp early structural defects and contribute to 

yield improvement. 
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Fig. 3. Process flow of (a) conventional SI approach and (b) proposed method.  

Fig. 2. (a) Obtained spectral images from SI system, 
(b) Spectra extracted in an arbitrary position 

Fig. 1. Comparison between OCD system and spectral imaging system. 

Fig. 5. Wafer distribution according to etch time Fig. 4. GOF optimized results of (a) OCD case and (b) SI case. 
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Contactless and non-invasive characterization of insulator-semiconductor interface can facilitate the development of a range 

of important semiconductor devices. Optical second-harmonic generation (SHG) is a sensitive technique well-suited for 

characterizing such layered structures. The dependency of SHG on the doping concentration in silicon (Si) [1], silicon dioxide 

(SiO2) thickness [2], and measuring conduction band offset at the Si/SiO2 interface [2] has demonstrated its potential and 

advantages over traditional capacitance/conductance as well as X-ray Photoemission Spectroscopy (XPS) and Internal 

Photoemission (IPE) methods for in-situ characterization. Mapping of carrier dynamics [3] and trapped charge [4][5][6] have 

also been demonstrated using this technique. While SHG based semiconductor/dielectric interface, specifically Si/SiO2, 

characterization has been under development [7][8][9][10][11], the method is still not standardized enough to allow easy 

extraction of quantitative interface characteristics. This is due in part to the absence of models that are handy yet 

comprehensive. The pioneering effort by Mihaychuk et al. [7], for example, does not include interface charge densities, which 

are seen to be important in our experimental samples. In this work we present a comprehensive numerical model for the 

time-dependent second harmonic photon count obtained from our in-house experimental setup, which is being reported 

separately [12]. In what follows, the symbols may be understood to have their usual meanings. 

The SHG process involves doubling the frequency of incident light, as a nonlinear medium converts the cumulative energy of 

two photons of the incident beam into a single photon [13][14]. In silicon, the nonlinearity arises due to the broken symmetry 

at the surface and an interface with other materials (here SiO2 [7][8]). The measured second harmonic photon count profile 

is presented in Fig. 1a, along with a schematic in its inset. Its time-dependent nature arises from the trapping of photo-excited 

electrons at the interface, within the oxide region, and at the SiO2 surface – illustrated in Fig. 1b. The trapping of these photo-

excited electrons over time leads to the generation of a time-dependent electric field 𝜉0−(𝑡) at the Si/SiO2 interface. As the 

electric field 𝜉0−(𝑡) rises, it contributes to the electric field-induced second harmonic generation (EFISHG) and the gradual 

increase in second harmonic intensity over time observed here. 

A semi-empirical equation of the form 𝐼(2𝜔)(𝑡) = 𝐴0 + 𝐴1𝑒
−𝑡

𝜏1 + 𝐴2𝑒
−𝑡

𝜏2 + 𝐴3𝑒
−𝑡

𝜏3  is first used to fit the experimental time-

dependent SH intensity data, where the parameters τ1, τ2, and τ3 are understood to represent the trapping time constants at 

the Si/SiO2 interface, within the oxide, and at the surface of SiO2 respectively (𝑄𝑖𝑡
𝑇𝑟𝑎𝑝𝑝𝑒𝑑(𝑡), 𝑄𝑜𝑥

𝑇𝑟𝑎𝑝𝑝𝑒𝑑(𝑡), 𝑄𝑠𝑡
𝑇𝑟𝑎𝑝𝑝𝑒𝑑(𝑡)). Their 

values signify the time taken to fill a portion (63%) of the available trap states at various positions mentioned above. The time 

constants are fed into the a numerical solver to calculate the time-dependent trapped charge and electric field 𝜉0−(𝑡) . 

We have developed an algorithm to solve the Poisson-Boltzmann equation using the Newton-Raphson method at different 

time instances with the aforementioned trapped charges at that time instant. The flowchart thereof is shown in Fig. 2. The 

parameters used will be presented. In terms of validation by benchmarking to existing TCAD software, the available possibility 

was a steady-state comparison with predefined interface and oxide charges – this is shown in Fig. 3. The interface charge 

𝑄𝑖𝑡{𝜙} and potential profile 𝜙{𝑄𝑖𝑡} in our model are intertwined in a self-consistent manner to capture the occupation 

probability of the interface states at different time instances. We have considered an interface trap state distribution similar 

to Thoan et al. [15] because of the similarity of their fabrication process to ours. The Poisson-Boltzmann solver yields the time 

evolution of the electric field 𝜉0−(𝑡) and eventually the EFISHG intensity using 𝐼(2𝜔)(𝑡) = 𝜂|𝜒(2𝜔) + 𝜒(3𝜔)𝜉0−(𝑡)|
2(𝐼(𝜔))

2
 

where 𝜒 denotes the susceptibility. Its comparison with experimental data from our setup in shown in Fig. 4.  

In conclusion, our numerical model is shown to successfully correlate experimental SHG results with a quantitative analysis 

of the Si/SiO2 interface and surface charge densities. Thus, it could pave the way for development of SHG as an efficient oxide 

semiconductor interface characterization tool, for this and other material systems of interest. Our efforts on another systems 

will also be presented. 
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Fig.1.a: Time dependent second harmonic (SH) 

photon counts from experiment, fitting of semi-

empirical equation to extract various trapping time 

constants. The schematic of SHG characterization 

technique captured in the inset. 

Fig.3: Comparison of simulation outcomes from Synopsys 

TCAD (Sentaurus Device) and our numerical solver for the 

validation of our solver. 

               

Fig.1.b: Schematic representation of the trapping of 

electrons excited through the multiphoton process 

that has been simulated here. 

Fig.4: Comparison of experimental time dependent second 

harmonic photon counts and simulation result from our time 

stepped numerical solver. 

Fig.2: Flowchart of the time stepped numerical solver that captures the time 

dependent trapping of photo excited electrons at the Si/SiO2 interface, 

within the oxide and at the surface states of SiO2. 
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Abstract—In this work we employ the stochastic Landau-
Lifschitz-Gilbert (sLLG) equation to explore switching in the
spin-transfer torque magnetoresistive random access memory
(STT-MRAM). We investigate the element size effects in the finite
element method (FEM) implementation and propose an effective
temperature scaling in the thermal field calculation to mitigate
the dynamical behavior caused by the different element sizes.

Keywords—Stochastic Landau-Lifschitz-Gilbert Equation,
Spintronics, STT-MRAM, Temperature Scaling

I. INTRODUCTION

STT-MRAM has recently gained a lot of popularity and is
commercially used, however, reliable simulations tools are yet
to be developed.

Due to the typical dimensions of the systems, an ab-initio
simulation is not feasible and the micromagnetic approach,
must be employed. The basis of the method is solving the
LLG equation.

∂m

∂t
= −γµ0m× Heff + αm× ∂m

∂t
+

1

MS
TS (1)

m stands for the normalized magnetization, MS is the sat-
uration magnetization, γ and µ0 are the gyromagnetic ratio
and vacuum permeability, TS is a spin torque acting on the
magnetization, and Heff is the effective field. To account for
the finite temperature, either a parameters scaling is need, or
a random thermal field can be added to the effective field,
resulting in the sLLG equation. The former method keeps
the system deterministic and is not suitable to investigate
the statistical behaviour of STT-MRAM switching, unlike the
latter, which, however, may not correctly reproduce certain
magnetic properties, like the Curie temperature. Moreover,
the results depend on the element size, when a discretization
method is used to solve the sLLG equation numerically [1],
[2]. Here, we employ the finite element method (FEM) to solve
the sLLG coupled to spin and charge transport to investigate a
temperature scaling technique in order to mitigate the element
size effects on the switching.

II. METHODS

The random thermal field Hth added to Heff has white noise
characteristics and is uncorrelated in space and time t.

⟨Hth,i(t),Hth,j(t
′)⟩ = 2

αkBTi
γµ0MSVi

δijδ(t− t′) (2)

i, j are the element indices, kB is the Boltzmann constant,
Ti and Vi are the element temperature and volume, and δij
and δ(t− t′) are the Kronecker delta and Dirac delta function,
respectively. To account for the element size effects, we follow
[3] and use scaled simulation temperature T sim

i in (2) instead
of Ti. To account for the tetrahedral element shape we sum
over all surface areas Ssim

i,k of the element.

T sim
i = Ti

6SiV
sim
i∑4

k=1 S
sim
i,k Vi

(3)

The element volume and the side area are denoted by V sim

and Ssim
i . Vi and Si are the volume and the side area of the

lattice cell of the underlying microscopic model.

III. RESULTS

We simulate a 5-layer cylindrical STT-MRAM cell with a
diameter of 40 nm and employ two different meshe types. A
”regular” mesh uses almost equilateral tetrahedral elements,
whereas a ”shallow” mesh uses elements with elongated
lateral dimensions. The regular mesh has about twice as many
elements in the free layer (FL), hence the volume ratio is
approximately 21/3. We run 100 switching simulations from
an anti-parallel to parallel magnetization arrangement for both
meshes, with and without temperature scaling using (3). The
applied voltage is -1 V, the FL temperature is set to 300 K, and
a = 2.5 Å, similar to the lattice constant of FeCoB.

Fig. 1 and Fig. 2 show the realizations of the switching
simulations for the shallow mesh. The applied scaling accel-
erates the switching due to the elements being bigger than the
lattice constant, effectively increasing the temperature. Fig. 3
shows a histogram of switching times obtained for the different
simulations. The threshold for completing the switching is set
to 0.9 mx. Clearly, the temperature scaled simulations switch
faster. This is visible in Fig. 4 where the histogram data is fitted
with a Pearson’s Type IV distribution [4]. Faster switching
times using the scaled temperature are clearly visible for both
meshes. The scaled meshes also show an improved match of
the switching time distributions for the different mesh types,
both the curves almost coincide, whereas the original, non-
scaled simulations, show a significant difference.
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IV. CONCLUSION

In this work, the sLLG equation is utilized to investigate
switching in STT-MRAM for differed element sizes. It is
shown that the results obtained with solving the bare sLLG
equation show different switching times. The proposed tem-
perature scaling method, previously used for accurate Curie
temperature modeling, improves the consistency of the simu-
lation results obtained with various mesh types.
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Fig. 1. Switching simulations for a shallow mesh. Thermalization of 2 ns
is considered before a voltage of -1 V across the structure is applied. The
structure temperature is set to 300 K.

Fig. 2. Switching simulations with temperature scaling involved.
Thermalization of 2 ns is considered before a voltage of -1 V across the
structure is applied. The structure temperature is set to 300 K. The effectively
raised temperature accounting for the elements size leads to faster switching.

Fig. 3. Switching times for a structure with different element sizes with
both, no temperature scaling and temperature scaling included. The switching
threshold was set to +0.9 of the average free layer magnetization mx

Fig. 4. Pearson Type IV distribution fitted to the switching times. The original,
non-scaled simulations are slower and vary more. The scaled simulations show
a very good agreement even for different element sizes.
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Owing to the increasing interest in the commercialization of phase-change memory (PCM) devices, a number of 
TCAD models have been developed for their simulation. These models formulate the melting, amorphization 
and crystallization of phase-change materials as well as their extreme conductivity dependence on both electric 
field and temperature into a set of self-consistently solved classical thermoelectric and phase-field partial-
differential equations.1 However, demonstrations of the ability of such models to match actual experimental 
results are rare. In addition, such PCM devices also require a so-called selector -  such as an Ovonic Threshold 
Switching (OTS) - device2 in series for proper memory operation3. However, monolithic simulation of both the 
PCM and OTS selector device4 in a single simulation is largely absent from the literature, despite its value for 
material and design space explorations. It is the goal of this work to first characterize a PCM device in isolation 
against experimental data, then to demonstrate the qualitative behavior of a simulated OTS device in isolation 
and finally to perform a single monolithic simulation of the PCM + OTS device within the confines of the 
commercially available TCAD solver: GTS Framework.
      PCM-Only Device: The model used for simulation is that found in Ref. 1 where the material values of that 
work were used except for a coefficient scaling the amorphization, nucleation and “in-mesh” and “inter-mesh” 
rates and the bulk conductivity of the PCM material which were treated as fittable parameters. Due to the large 
parameter space, 2D simulation was used. In order to determine the value of these parameters, experimental data 
was extracted from a mushroom cell (Figure 1) consisting of a physical vapor deposition (PVD) Ge2Sb2Te5 
(GST) layer of 50 nm thickness with a bottom “heater” TiN layer of 65 nm diameter and a top TiN electrode. A 
corresponding TCAD device was then created (Figures 2 and 3). 17 of the experimental devices were 
constructed and were then placed in series with a 750 ohm resistor and run through a “Reset”-“Set”-“Reset” 
(RSR) pulse sequence. This RSR sequence involves the application of an initial 2.5 V/200 ns square pulse 
intended to put the device into the “Reset”/amorphous state followed by an Incremental Step Pulse Programming
(ISPP) scheme (Figure 3) of 1 μs square pulses of increasing voltage followed by a read pulse of 0.1 V.  The 
resulting resistance vs. pulse voltage data is shown in Figure 4 for all 17 devices as well as the final TCAD 
results following a material parameter optimization search. Good agreement between TCAD and experiment is 
found.
      OTS-Only Device:  Owing to the current lack of experimental data for the OTS device at the time of 
publication, instead literature values for GST were used taken from Ref. 1 – which are different than those 
obtained from the parameterization of the PCM-only device - and modified such that the nucleation and phase 
growth rates were set to zero, thus ensuring that the device always re-enters the amorphous state after melting, as
is optimal for an ovonic switch. To verify that this model would then exhibit the correct OTS behavior a simple 
triangular pulse was simulated and the current versus voltage results of which are shown in Figure 6. A clear 
threshold turn on at a Vth of ~2.5 V is observed.
      PCM+OTS Device: Finally, the two materials with two different sets of parameters, separated by a thin TiN 
intermediate layer, were simulated as a monolithic device (Figure 7). This device was run through a triangular 
pulse taking it from an initial “Set” state to a “Reset” state (Figure 8). For comparison the PCM-only device was 
put through the same pulse. The ability of the OTS device to block flow at low voltages but permit them at high 
is clearly shown.
      Thus a TCAD model capable of full monolithic simulation of PCM+OTS devices has been achieved and its 
utility as the basis for future studies has been demonstrated.

References: [1] Z. Woods et. al. IEEE Trans. on Elect. Dev. 64.11 (2017): 4466-4471, [2] G. W. Burr, et. al. J. Vac. Sci.
Technol. B 32, 040802 (2014). [3] S. R. Ovshinsky, Phys. Rev. Lett. 21, 1450–1453 (1968). [4] W.-C. Chien, et. al. IEEE
Trans. Elect. Dev. 65, 5172–5179 (2018)
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Figure 1: TEM image of PCM-only 
mushroom device with a 200 nm 
wide Ge2Sb2Te5 (GST) PCM slab of 
50 nm thickness contacted TiN 
cylindrical heater of 65 
nmdiameter.

Figure 2: Device schematic of PCM-only 
TCAD device used for parameterization and 
validation of phase-change properties 
against experimental data.

Figure 3: The normalized voltage of the 
Reset-Set-Reset (RSR) experimental pulse  
and resulting average and maximum 
temperature.  A 750 Ohm resistor is also 
present in series with the device. Simulations 
were performed in 2D.

Figure 5: Experimental resistance vs. applied 
pulse voltage data, along with the TCAD best-fit
results, for the RSR pulse (750 Ohm series 
resistor).

Figure 4: Illustrative image of 
temperature distribution during 
melting in TCAD simulation.

Figure 6: Current vs. voltage behavior of the 
OTS-only device showing a clear threshold 
voltage and “turn on”.

Figure 7: Device schematic of the combined 
PCM+OTS device.

Figure 8: Current vs. voltage behavior for the PCM-only (blue) and PCM+OTS 
(orange) device as they are taken through a 1 μs set-reset pulse.
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Paweł Piotr Michałowski2, Jonas Müller3, Guilhem Larrieu3 

1Fraunhofer Institute for Integrated Systems and Device Technology (IISB), Erlangen, Germany 
2 Łukasiewicz Research Network – Institute of Microelectronics and Photonics, Warsaw, Poland 

3LAAS-CNRS, Université de Toulouse, Toulouse, France

The gate-all-around (GAA) nanowire (NW) field-effect 
transistor (FET) represents one of the most promising 
candidates to meet the increasing requirements of device 
performances and density. GAA-NW-FETs show excellent 
immunity against short-channel effects (SCE) and, thanks to 
their 3D layout configuration, can enhance integration and 
overcome some physical limitations deriving from 2D layout, 
such as contact placements and interconnect routing 
congestion [1]. Vertical GAA-NW-FETs can be fabricated 
using a top-down approach with conventional processes and 
very good control on dimensions and localization. Moreover, 
the gate length is given by the thickness of the deposited gate 
material, without the need of high-resolution lithography [2]. 
Silicon nanorods can be obtained by first etching suitably 
doped silicon substrates. Then, they are thinned using a 
sacrificial thermal oxidation to obtain the desired diameter, 
thus removing also residual damage from the etch process. 
During such sacrificial oxidations as well as during gate oxide 
growth, dopants segregate into the growing oxide and self-
interstitial are injected into silicon. Unlike for the case of 
oxidation of a bulk planar surface, in silicon nanowires, the 
self-interstitials cannot diffuse efficiently into the bulk. This 

increases dopant diffusion and segregation loss in the nanorod 
while the resupply of dopants from the bulk is less effective 
due to device geometry. For this reason, the final doping 
distribution after oxidation should be carefully analyzed for a 
correct prediction of the electrical characteristics of the GAA-
NW-FETs.  

For this work, we performed 3D simulations of the full 
process flow and 3D device simulations with the Sentaurus 
Process and Device programs of Synopsys. We considered 
junctionless GAA-NW-FET with boron-doped vertical 
nanowires as described in [2].  Fig. 1 shows the simulated 
nanowire and the grown oxide after the sacrificial wet 
oxidation (850 °C, 10 minutes) and the subsequent dry gate 
oxidation (725 °C, 30 minutes)  to obtain a gate oxide with a 
thickness of 4 nm [2]. Even though the oxidation rate depends 
on the silicon orientation and so a diamond-like shape in the 
nanowire cross-section could be expected, SEM images of 
nanowires after oxidation (Fig. 2) show a circular shape. This 
was also reported in literature by previous works [3-6]. The 
circular shape was explained by Ye et al. [3] considering that 
oxidation at edges of a surface is slower due to the increased 
energy barrier against oxidation of the Si-Si bond at the edges 

 

Figure 1. a) Initial structure after etching of the nanowire; b) nanowire after sacrificial thermal oxidation (oxide in light blue); c) thinned 

nanowire after oxide stripping; d) nanowire after dry thermal oxidation for gate oxide growth; e) cross section of the nanowire after gate 

oxidation: The orientation dependence of the oxidation was switched off to obtain a circular nanowire as reported in literature. 
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Figure 3. Electrically active doping concentration in nanowires after sacrificial wet 

oxidation and gate dry oxidation for three different nanowire diameter: a) 18 nm, b) 29 

nm, c) 58 nm. The graphs show a 2D cut-plane of the 3D simulated structures. 

a) b) c)a)                        b)                       c) 

 

Figure 2. SEM images of nanowires fabricated at 

CNRS-LAAS: a) initial nanowire after etching, 

b) oxidized nanowire after sacrificial wet 

oxidation, c) nanowire after oxide stripping. The 

nanowire has a circular shape in the cross-section. 
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so that the oxidation at the center of a surface is faster. As the 
oxidation proceeds, new edges are generated and the same 
oxidation rate is obtained all around the outer surface of 
nanowire, leading to a circular shape. To reproduce the 
experimentally observed circular shape, the orientation 
dependence of the oxidation rate was switched off in the 
simulations. Before the sacrificial oxidation, the etched 
nanowire has a uniform boron concentration of 2∙1019 cm-3, as 
it was in the silicon substrate. The simulated final doping 
distribution after the two oxidation steps is reported in Fig. 3 
for three different nanowire geometries (final diameters of 18, 
29 and 58 nm). The doping concentration has been computed 
using the ChargedPair diffusion model and the three-phase 
segregation model [7] with the parameter set from Sentaurus 
TCAD AdvancedCalibration 2021.06. The next steps of the 
fabrication of GAA-NW-FETs were subsequently simulated: 
deposition of spacers and gate metal layer (with a thickness, 
thus a gate length, of 15 nm) and definition of source and drain 
contacts as ohmic contacts. The final simulated structure, 
ready for 3D device simulations, is presented in Fig. 4.  

Process simulations show that the doping distribution in 
the nanowire changes considerably during the oxidation steps. 
It is lowered by about one order of magnitude in comparison 
with the initial dopant concentration and the decrease is more 
pronounced for thinner nanowires, so this effect will be even 
more prominent for future device generations. For smaller 
nanowire diameter, the surface-to-volume ratio increases and 
so more dopants diffuse out from silicon nanowire into the 

oxide. The resupply of dopants from bulk is almost suppressed 
in thinner nanowires due to the geometrical configuration.  

In junctionless transistors, the evaluation of depletion 
region is of high importance for a correct prediction of the 
electrical characteristics. The results of the electrical device 
simulations are shown in Fig.4 in comparison to the measured 
data from [2]. Without taking into consideration the boron loss 
in the nanowires during oxidation, the switch-off of the 
junctionless GAA-NW-FET cannot be reproduced in 
simulations. When simulating the nanowire with a diameter as 
it was found in the experiment, but with a boron concentration 
of 2∙1019 cm-3, as it was initially in the nanorod, a full depletion 
of the channel could not be achieved for any gate voltage 
considered. In the result, the source-to-drain current is then 
almost independent on gate voltage, as shown in Fig. 5 by the 
dot-dashed lines.  

With the full process simulation, considering the boron 
depletion due to segregation towards silicon dioxide during 
the oxidation, we could obtain typical pMOSFET 
characteristics (solid lines in Fig. 5) with threshold voltages 
similar to those obtained in experiment, even though a perfect 
fit was not achieved yet. For a better agreement, an improved 
description of the doping profiles in the nanowires is required. 
With boron segregation having an important impact, we also 
used different segregation model parameters set, for example, 
the one reported in [8] extracted for a similar temperature 
range. Unfortunately, this did not significantly improve the 
simultaneous reproduction of the transfer characteristics for 
the nanowire diameters available (not shown). Moreover, to 
be able to discern between the effects of the dopant 
distribution and device-related parameters like interface 
charges, complementary information about the dopant 
distributions in the nanorods is needed. To this end, an 
advanced methodology of SIMS characterization has been 
developed and first results will be available to be shown at the 
conference. 

In conclusion, this work presents full 3D TCAD process 
and device simulations of vertical GAA-NW-FETs. The 
doping distribution in the nanowire is deeply affected by 
thermal oxidation, thus a full 3D simulation of the oxidation 
steps is imperative. Device simulations could qualitatively 
reproduce the experimentally observed switch-off 
characteristics of GAA transistors only if the effect of the 
strong boron depletion in nanowires during the oxidation was 
accounted for. However, TCAD model parameters for 
diffusion and segregation still need to be improved for a better 
agreement to the measured electrical data. 
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Figure 4. Final 3D structure of GAA-NW-FET at the end of process 

simulation, on the right: cross section 

 

 
Figure 5. Transfer characteristics of GAA-NW-FET (Vd=-0.1V). Simulated 

results are with lines, measured data [2] with symbols. Dashed lines refer to 

simulations without oxidation simulation (doping in NW: 2∙1019 cm-3) 
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Introduction 

FE/AFE/FE stack-based multi-bit memory has recently 

been proposed, which shows improved device-to-device 

variation control [1]. To ensure non-volatile storage, switching 

current of the same polarity should appear at the same voltage 

side and to reduce states overlap, large separation between these 

current peaks is favorable [2]. The interplay between FE and 

AFE layers hasn’t been studied which influences the switching 

current profile. We investigate the polarization switching 

characteristics in AFE/FE double layers and analyze their 

differences from stand-alone devices due to the interplay 

between the layers. The impacts of spontaneous polarization 

charges and film thicknesses on the current shift are evaluated, 

which provides design guidance for these multi-layer devices. 

Method 

Fig.1 shows the studied double-layer device. Each layer is 

composed of 500 independently switching grains. The Monte-

Carlo based nucleation-limited switching (NLS) [3][4] is used 

to model the polarization switching in FE and AFE layers, in 

which the state of FE grain is either +1(↑) or −1(↓), while the 

AFE grain takes on one of the three values +1, 0, −1. The 

electrostatics of the dielectric stacks are solved consistently 

with the NLS models. Charge trapping is not considered in this 

work. The adopted AFE/FE parameters are listed in Table.1.  

Discussion 

We investigate the switching characteristics in AFE(5nm)/ 

FE(2nm) double-layer device with different spontaneous 

charges. The applied voltage sweeps from 4.5V to −4.5V and 

then back. Fig.2 shows the typical polarization-electric field 

(PE) loops and current response in the three cases, where 𝑃𝑠𝐹𝐸  

is equal to, smaller or larger than 𝑃𝑠𝐴𝐹𝐸 . The responses of AFE 

stand-alone devices are also plotted as reference. In all three 

cases, the 2nd current peaks shift leftwards, although to a 

different extent. In Case Ⅰ, the 1st current peaks on the upward 

branch barely budge compared to stand-alone AFE devices, 

while in Case Ⅱ and Case Ⅲ, they shift left and right 

respectively. The responses on the downward branches are 

symmetrical so in the following discussion, we will discuss the 

upward branches. 

First, we start with a detailed example of Case I with 

𝑃𝑠𝐴𝐹𝐸 = 𝑃𝑠𝐹𝐸 = 10 𝜇𝐶/𝑐𝑚2 . Fig.3(a) shows the normalized 

polarization in FE and AFE layer respectively, along with those 

of the stand-alone devices. Four stages during the upward 

switching are highlighted. At Stage①, all FE and AFE grains 

are polarized down and there’s no depolarization field. The 

grains in double layers see the same environment as in the 

stand-alone devices. Since the AFE grains generally have 

smaller switching time constant τ, AFE switching (from ↓ to 0) 

occurs earlier than the FE switching. Once the AFE grains 

switch to zero-state, the polarization charges in the underlying 

FE grains are not balanced, giving rise to large depolarization 

field Edep. Therefore, in Stage② the depolarization of FE and 

AFE go hand in hand. Compared with stand-alone FE devices, 

the Edep accelerates the FE depolarization in the double-layer 

device. Note that, the depolarization of AFE grain is stable due 

to the large backswitching barrier, whereas the FE grains 

oscillate between the two polarized states. When the external 

bias field Eext changes polarity, the increasing Eext helps the FE 

grains to stay polarized-up in Stage③. In Stage④, the positive 

polarization charges assist in faster AFE switching.  

With larger FE spontaneous polarization charges 𝑃𝑠𝐹𝐸 =
20 𝜇𝐶/𝑐𝑚2 , there are some differences in Stage③④ as 

illustrated in Fig.3(b). The AFE switching (from 0 to ↑) does 

not wait until the FE switching stabilized. Instead, the FE 

polarization charges are sufficiently large to prompt the AFE 

grains to switch up even when the Eext is weak, which in return 

stabilizes the FE grains. This is evidenced in Fig.4 which shows 

the grain pattern compositions of the double-layer device. For 

the case of Ps = 10 µC/cm2, there’s a moment (around 30 µs) 

when the 0/↑ grains account for more than 95% of the AFE/FE 

grains. In contrast, for the case of Ps = 20 µC/cm2, the premature 

ending of the increase of 0/↑ grains agrees with the early onset 

of ↑/↑ grains. The FE and AFE polarization switching are 

closely entwined in Fig.3(b) and hence the switching current 

peaks are sharper than those in Fig.3(a). On the other hand, if 

𝑃𝑠𝐹𝐸  is very small, its Edep is not large enough and the FE 

depolarization current might be separated from the AFE 

depolarization current (i.e. 1st current peak) as shown by the 

hump in Fig.2(e). 

As for Case Ⅱ, the main difference from Case Ⅰ lies in 

Stage①, where the under-compensation of the AFE 

polarization charges, leads to the expedited AFE switching 

compared with stand-alone AFE devices. Conversely, in Case 

Ⅲ, the AFE switching is delayed. 

In all three cases, the shift of the current peaks can be 

estimated using the following equation [5]: 

VFE + VAFE =
Q − P1

𝐶FE

+
Q − P2

𝐶AFE

= 0 

where Q is the charges on electrodes; P1  and P2  are the 

polarization in FE and AFE respectively. 𝐶FE and 𝐶AFE are their 

capacitance. Then, we have: 

𝛥𝐸𝐶 = VAFE/𝑇𝐴𝐹𝐸  = (𝑃1 − 𝑃2)/(𝜀𝐹𝐸𝑇𝐴𝐹𝐸/𝑇𝐹𝐸 + 𝜀𝐴𝐹𝐸)      (1) 

As shown in Fig.5 and Fig.6, the calculated results agree well 

with the simulated results. Both 𝛥𝐸𝐶1(∝ 𝑃𝑠𝐹𝐸 − 𝑃𝑠𝐴𝐹𝐸)  and 

𝛥𝐸𝐶2(∝ 𝑃𝑠𝐹𝐸) increase with decreasing thickness ratio 𝑇𝐴𝐹𝐸/
𝑇𝐹𝐸 . 

Conclusion 

We investigate the switching characteristics of AFE/FE 

double layer devices using NLS model. It is found that AFE and 

FE switching are more closely coupled in devices with larger 

𝑃𝑠𝐹𝐸 . The switching current shifts and their dependences on 

spontaneous polarization and film thicknesses are given, which 

may serve as guidance for device design. 
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Fig.1 Structure of the AFE/FE double layer device. 

The adopted NLS parameters are summarized in 

Table.1. 

 
Fig.2 Simulated PV loops (a-c) and switching current (d-f) of the AFE/FE double layers 

(colored) and the reference stand-alone AFE characteristics (black). 𝑓 = 10 kHz. Traces of 20 

devices are shown in each case. 

   
Fig.3 Evolution of normalized polarization in FE and AFE layer in the Case Ⅰ double-layer device (solid), compared with those in stand-alone devices 

(dashed). The outline of the shaded area represents the switching current. (a) With small 𝑃𝑠𝐴𝐹𝐸 , AFE switching (stage④) lags behind FE switching 

(stage③); (b) With large 𝑃𝑠𝐴𝐹𝐸, FE and AFE polarization switching are closely entwined in Stage ③, resulting in sharper switching current peaks. 

 
Fig.4 (a) The transition path of the polarization pattern for 

AFE/FE grain. (b) The composition evolution of AFE/FE 

grain patterns for devices with PsFE =  PsAFE = 10𝜇𝐶/𝑐𝑚2 

(solid) and PsFE =  PsAFE = 20𝜇𝐶/𝑐𝑚2 (dashed). 

   

 
 

 
Fig.5 The linear dependence of 1st current 

peak shift 𝛥𝐸𝐶1 on PsFE − PsAFE.  

 
Fig.6 The linear dependence of 2nd current 

peak shift 𝛥𝐸𝐶2 on 𝑃𝑠𝐹𝐸. Increase thickness 

ratio 𝑇𝐴𝐹𝐸/𝑇𝐹𝐸 results in increase 𝛥𝐸𝐶2. 
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Abstract—We present a comprehensive device and circuit co-
simulation scheme for phosphorene tunnel field effect transistors,
where we employ the multiband effective mass equations with
the effective masses extracted from the atomistic tight-binding
model, and then calculate the current flowing through the device
based on the Landauer-Büttiker formula. Here the band-to-band
transmission probabilities are calculated efficiently using the
scattering matrix combination method assuming the simplified
potential profile, enabling the significantly low computational
cost with keeping the accuracy. The obtained drain current
ID(VG, VD) as a functions of the gate voltage VG and the drain
voltage VD is tabulated for various device parameters, and are
used in the SPICE circuit simulations via the Verilog-A interface
quickly, demonstrating that our proposed scattering matrix-
based model is beneficial for the device and circuit co-simulations.

I. INTRODUCTION

In recent years, with the expansion of the applications in
various fields of LSI technology such as neuromorphic com-
puting and quantum computing, the demand for miniaturiza-
tion and higher performance of field-effect transistors (FETs)
has been further increasing. Although the miniaturization of
FETs to nanometer scale causes serious increase in off-leakage
current, it is expected that the superiority of the electrostatic
control characteristics in two-dimensional semiconductors is
one of the key strategies in the future electronics. Among two-
dimensional semiconductors, phosphorene, which is one of the
allotropes of phosphorus, is attracting attention as a material
having an appropriate band gap and high mobility [1].

From the viewpoint of new device structures/operating
principles, on the other hand, tunnel field effect transistor
(TFET) has been expected as a key technology [2], where the
use of band-to-band quantum tunnel effect for the switching
mechanism is expected to improve the switching performance
(steeper sub-threshold swing) compared to the conventional
FET. Therefore it is expected that the TFETs using phos-
phorene as a channel material can be one of the promising
technology in the future. However, while there are many stud-
ies on the electrical conduction characteristics of phosphorene
TFETs, the expected superiority when used as a component of
the circuit has not been fully investigated so far. Therefore, in
this study we comprehensively discuss the phosphorene TFETs
from the device simulation and circuit simulation viewpoints.

Fig. 1. Schematic illustrations of phosphorene crystal structure and
phosphorene-based FET.

Fig. 2. Electronic band structure of phosphorene, where the bandgap is
estimated as 1.52 eV.

II. MODEL AND METHOD

Electronic properties of phosphorene shown in Fig. 1 (left)
can be analyzed effectively using the tight-binding (TB)
model [3], where the band structure is calculated by solving
the eigenvalue problem H(k) |ψlk⟩ = El(k) |ψlk⟩ with the
k = (kx, ky) dependent 4 × 4 TB Hamiltonian H(k). Then
the electronic band structure is obtained as shown in Fig. 2,
where the band gap energy is estimated to be 1.52 eV. Then
electronic transport properties of phosphorene TFET can be
modeled by the following two-band effective mass equation
model [4].

[
− ℏ2

2m∗
c,x

d2

dx2
+ Ec + V (x) + εc (ky)

]
ψc(x)

+ C
dV (x)

dx
ψv(x) = Eψc(x) (1)

[
− ℏ2

2m∗
v,x

d2

dx2
+ Ev + V (x) + εv (ky)

]
ψv(x)

+ C
dV (x)

dx
ψc(x) = Eψv(x), (2)
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Fig. 3. (Left) Band edge profiles obtained by using NEGF method. (Right)
Simplified band edge profiles assumed in this study.

Fig. 4. (Left) Comparison of ID-VG characteristics under the NEGF and sim-
plified band edge profiles. (Right) Comparison of GaAs TFET, phosphorene
TFET with the armchair and zigzag transport directions.

where εc(ky) ≡ ℏ2k2y/(2m∗
c,y) and εv(ky) ≡ ℏ2k2y/(2m∗

v,y)
are the transverse energy dispersions for the conduction and
valence bands, respectively, and the effective masses for the
conduction (valence) band are m∗

c(v),x and m∗
c(v),y for x and

y directions. We choose the x direction to be the transport
direction, which is either the armchair or zigzag direction. The
conduction band effective masses are extracted from the TB
band structure as m∗

c = 0.152m0 and 0.763m0 for armchair
and zigzag directions, respectively, and corresponding valence
band values are m∗

v = 0.203m0 and 1.526m0, respectively.
The parameter C is the inter-band coupling constant [4].

III. RESULTS AND DISCUSSIONS

Based on the above mentioned two-band effective mass
equation model, we calculate the current flowing through the
device based on the Landauer-Büttiker formula, where the
band-to-band transmission probabilities are calculated using
the scattering matrix combination method assuming the sim-
plified potential profile. In Fig. 3 (left) we show the band edge
profiles calculated precisely using the non-equilibrium Green’s
function (NEGF) method. In our purpose, we approximate the
band edge profiles in Fig. 3 (left) by the simplified one plotted
in Fig. 3 (right) to reduce the computational time. In spite
of the drastically simplified band edge profiles, we have suc-
ceeded to obtain the ID-VG curves semi-quantitatively close
to that obtained by NEGF method as shown in Fig. 4(left). We
next have made the comparisons of ID-VG characteristics for
GaAs TFET, phosphorene TFET with the armchair and zigzag
transport directions, as shown in Fig. 4 (right). The channel
length is fixed at Lch = 10 nm. Here we can see that the
on-current of phosphorene TFET with the armchair transport

Fig. 5. Output voltage and through current of CMOS logic circuit for the
channel length Lch = 10 nm (left) and 5 nm (right). Even for the extremely
short channel case the expected inverter operation was obtained, although the
through current was significantly increased.

directions is comparable to that of GaAs TFET, while the off-
leakage current is several magnitude lower in the former than
in the latter, suggesting the superiority of phosphorene TFET.

The obtained values of the drain current ID(VG, VD) as a
functions of the gate voltage VG and the drain voltage VD have
been tabulated for various parameters, and then used in the
SPICE-based circuit simulations via the Verilog-A interface.
For this circuit simulation purpose we employed the simulation
software SIMetrix. In Fig. 5 we show the simulation results
of the output voltage and through current of CMOS inverter
composed of phosphorene TFET with the armchair transport
directions for the channel length Lch = 10 nm (left) and 5
nm (right). As shown in Fig. 5, even for the extremely short
channel case the expected inverter operation was obtained,
although the through current was significantly increased.

IV. CONCLUSION

We presented a comprehensive simulation study of phospho-
rene TFETs from the device and circuit simulation viewpoints.
We employed the multiband effective mass equations with the
effective masses extracted from the atomistic TB model, and
then calculated the current flowing through the device based on
the Landauer-Büttiker formula, where the band-to-band trans-
mission probabilities have been calculated using the scattering
matrix combination method assuming the simplified potential
profile to reduce the computational time. The obtained values
of the drain current ID(VG, VD) as a functions of the gate
voltage VG and the drain voltage VD have been tabulated for
various parameters, and the SPICE-based circuit simulations
via the Verilog-A interface has been successfully performed,
demonstrating that even for the extremely short channel case
the expected inverter operation can be obtained, although the
through current is significantly increased.
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Abstract: Monitoring process using optical critical dimension (OCD) metrology has been performed with a pre-fixed 

azimuth angle for all modules. In this study, we suggest optimal azimuth angle for 2 front-end modules of FinFET device 

based on the RCWA simulation. The sensitivity at the optimal point was improved around 30% for two modules compared to 

that of pre-fixed angle. Finally, the result will be compared with experimental data obtained by OCD measurement. 

1. Introduction 

For decades, Moore’s law, the density of integrated circuit (IC) doubles every two years, has been well applied [1]. 

However, it seems that the gate length of IC finally reached its limit of a few nanometer-scale [2]. With down-sized gate 

length, the modern semiconductor structure becomes more complicated and 3-dimensional. Thus, monitoring critical 

dimensions (CDs) of nanostructure in the fabrication process becomes more important [3-4]. OCD metrology, based on the 

scatterometry, is one of the powerful technique to investigate such complex structures [5-6]. The multi-parameter, fast and 

non-destructive character of OCD make it a proper tool to investigate stacked nanostructures, such as FinFET or Gate-All-

Around (GAA) device, which are invisible to top-down imaging methods. 

Monitoring fabrication process using OCD has been performed for all module with a pre-fixed incident and azimuth angle, 

typically 65 and 45 degree, respectively. It is hard to modify incident angle because resetting the measuring equipment can 

affect established condition. On the other hand, the azimuth angle can be easily tuned by changing the wafer rotation. In this 

study, we suggest optimized azimuth angle for 2 monitoring steps to achieve higher sensitivity based on the rigorous coupled 

wave analysis (RCWA) simulation. The simulation study is performed for FinFET modules and will be applied for GAA 

device modules. Finally, the result will be compared with experimental data obtained by OCD measurement. 

2. Experiment 

A. Sensitivity In this study, sensitivity is defined as the difference in Mueller components when a structure parameter is 

changed from its possible minimum to maximum value, as shown in Eq. (1). Here, Ψmin and Ψmax represents Mueller 

spectrum of minimum and maximum CD, respectively, and i denotes the upper-triangle terms of Mueller Matrix, except for 

mm11. N is the number of Mueller components and λ is the normalization factor, 2 for Mueller elements. The components 

are averaged for the wavelength, x. 

S =
1

N
∑

1

𝜆|𝑥|
∫𝑑𝑥|Ψ𝑚𝑎𝑥

𝑖 (�⃗�) − Ψ𝑚𝑖𝑛
𝑖 (�⃗�)|𝑁

𝑖  Eq. (1) 

B. Experimental details Figure (1) shows the schematic view of RCWA simulation for the FinFET structure. Here, azimuth 

angle is defined as the angle between y-axis (normal vector of FinFET front surface) and the incident plane. In the 

simulation, azimuth angle is changed from 0 to 90 degree with the step size of 5 degree. For each step, a structure parameter 

is set to be its minimum and maximum value and their Mueller spectra are obtained by RCWA simulation, respectively. The 

incident angle is fixed as 65 degree. Then, the sensitivity is calculated for each step, and the optimal azimuth angle is 

determined as the point where sensitivity shows its maximum. The simulation was performed for 2 front-end modules of 

FinFET device. For each module, Fin width and Gate width was set to be the critical structure parameter, respectively. 

3. Results and analysis  

Figure (2) shows typical Mueller spectra obtained by RCWA simulation at the front-end module of FinFET fabrication 

process. In the simulation, Fin width is changed in a few nanometer range and other structure parameters are fixed. For each 

Mueller component, it shows spectrum of azimuth angle from 0 (purple) to 90 (red) degree. Based on Eq. (1), sensitivity is 

calculated for each azimuth angle and the result is shown in Figure (3). In the figure, sensitivity increases up to 0.095 with 

increasing azimuth angle. For the azimuth angle larger than 80 degree, sensitivity decreases as the structural symmetry 

recovers from the viewpoint of light. At the pre-fixed 45 degree, the value of sensitivity is 0.071, which is 0.024 smaller than 

the maximum value. Typically, around 0.01 difference in sensitivity is observable change in OCD measurement. Thus, 80 

degree will be the optimal azimuth angle for distinguishing Fin width. Same analysis applied for the other front-end module 

of FinFET, where the gate width was changed. The sensitivity for gate width has its maximum value at 20 degree, as shown 

in Figure (4). This result is consistent with our common sense that Fin and gate width can be easily seen at the side view and 

front view of FinFET structure, respectively. The detailed results are shown in Table 1. Comparing to the pre-fixed azimuth 
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angle, sensitivity at the optimal point is enhanced 33.8% and 28.6% for two front-end modules, respectively. 

4. Conclusion 

In this study, we suggested optimal azimuth angle for 2 front-end modules of FinFET device based on the RCWA simulation. 

At the optimal angle, sensitivity was enhanced around 30% compared to the pre-fixed angle. For the future step, we will 

perform the simulation for GAA modules and the result will be compared with OCD measurement data. 
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Module Parameter Azimuth (°) 
Sensitivity 

Enhancement (%) 
(As-Is) (To-Be) 

Front-end 1 Fin width 80 0.071 0.095 33.80 

Front-end 2 Gate width 20 0.175 0.225 28.57 

 

Fig. 2. Typical Mueller Matrix elements of FinFET 

device obtained by RCWA simulation. 
Fig. 1. Schematic view of RCWA simulation for FinFET device 

Fig. 3. Sensitivity plot for front-end module1 of FinFET. Fig. 4. Sensitivity plot for front-end module2 of FinFET. 

Table. 1. Sensitivity enhancement at the optimal azimuth angle for two FinFET front-end modules 
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Introduction 
 

Highly conductive δ-layer systems, i.e. thin, high-density 

layers of dopants in semiconductors are actively used as a 

platform  for  exploration  of  the  future  quantum  and  

classical  computing  when  patterned  in  plane  with  

atomic precision. Such structures, with the dopant densities 

above to the solid solubility limit have been shown to 

possess very high current densities and thus have a strong 

potential for beyond-Moore and quantum computing 

applications. However, at the scale important for these 

applications, i.e. devices with sub-20 nm physical 

gate/channel lengths and/or sub-20 nm widths, that could 

compete with the future CMOS, the conductive properties 

of such systems are expected to exhibit a strong influence 

of size quantization effects.  

 

Recently it has been demonstrated in [1] that to accurately 

extract the conductive properties of highly-conductive, 

highly-confined  systems, an open-system quantum-

mechanical analysis is necessary. Such open-system 

treatment, that can be conducted for instance using the 

Non-Equilibrium Green's Function (NEGF) formalism. 

 

In this work we employ an efficient computational open-

system quantum-mechanical treatment to explore the 

conductive properties of P δ-layer systems in Si (Si: P δ-

layer), and the size quantization effects for sub-20 nm 

width devices. For devices widths W<10 nm, quantization 

effects are strong and it is shown that the number of 

propagating modes determines not only the conductivity, 

but the distinctive spatial distribution of the current-

carrying electron states. For W>10 nm, the quantization 

effects practically vanish and the conductivity tends to the 

infinitely-wide device values. 
 

 
Fig. 1. Flow chart of the self-consistent quantum transport (QT) 

method [5,6,7,8,9]. 
 

Quantum Transport Framework  
 

Our open-system QT framework [5,6,7,8,9] relies on a 

self-consistent solution of the Poisson-open system 

Schrödinger equation in the effective mass approximation 

and Non-Equilibrium Green’s Function (NEGF) 

formalism. 
 

Within the NEGF formalism, the current Jλλ’ from lead λ to 

λ’ is computed from the Landauer formula 
 

 
Jλλ′ =

2e

h
∫Tλλ′(E)(fλ(E) − fλ′(E))dE, (1) 

 

where e is the electron charge, h is the Planck’s constant, 

E is the energy, fλ(E) = f(E − EF − qVλ) is the Fermi-

Dirac function within the leads, Vλ is the applied voltage to 

the lead, EF is the Fermi level and Tλλ’ is the electronic 

transmission from λ to λ’. The transmission function is 

given by 

 Tλλ′(E) = Tr(Гλ𝐆DГλ′𝐆D
† ), (2) 

 

where Гλ = i(𝚺λ − 𝚺𝜆
†) are the coupling (ND×ND)-matrices 

between the device and the leads, and GD and GD
† are the 

retarded and advanced Green’s functions (ND×ND)-

matrices of the coupled device with the leads (open-system 

device). The retarded Green’s function matrix can be 

computed using the Dyson equation 
 

𝐆D = [𝐈 − 𝐆D
0𝚺]−1𝐆D

0  (4) 
 

where 𝐆D
0 = ∑

|Φα〉〈Φα|

E+−Eα
α  and  𝚺 = ∑ 𝚺λ

λL
λ=λ1

. The electron 

density matrix is defined as 
 

 
ρ(ri) =∑∫ ρλ(ri, E)fλ(E)dE,

∞

−∞λ

 (5) 

 

where ρλ(ri, E) =
1

2π
𝐆DГλ𝐆D

†
. We can notice that all 

matrices in the above matrix operations are of size 

(ND×ND), where ND is the total grid-points of the 

discretized device domain. Thus, for instance, the 

inversion matrix cost in Eq. 4 is of O(ND
3), and the 

calculation cost of the eigenstates of 𝐇D
0  in Eq. 4 is of 

O(NDNe
2), where Ne is the number of calculated 

eigenstates. 
 

To reduce the computational cost of these intensive 

calculations, we utilize the Contact Block Reduction 

(CBR) method. The CBR is an efficient method to 

calculate the electronic transmission function of an 

arbitrarily shaped, multi-terminal open device. Within this 

method, the ND grid-points are subdivided into NC 

boundary grid-points with the leads and NDi interior grid-

points of the device domain (ND=NC+NDi, NDi>>NC). With 

this domain discretization, the self-energy matrix Σ, the 

open-system device Hamiltonian HD, and the Green’s 

function matrix of the open-system device GD can be 

expressed as submatrices 
 

𝐇D = (
𝐇C 𝐇CDi

𝐇DiC 𝐇Di
), 𝐆D = (

𝐆C 𝐆CDi

𝐆DiC 𝐆Di
) and 𝚺 = (

𝚺C 𝟎
𝟎 𝟎

), 

 

where the size of the sub-matrices HC, GC, and ΣC are 

(NC×NC), the size of the sub-matrices HCDi, GCDi and ΣCDi 

are (NC×NDi), and the size of the submatrices HDi, GDi and 

ΣDi are (NDi×NDi). After some algebra, the electronic 

transmission from lead λ to λ’ can be computed as 
 

Poster Session Wednesday, September 7th

144



 Tλλ′(E) = Tr(ГCλ𝐆CГCλ′𝐆C
†), (6) 

 

where 𝐆C = [𝐈 − 𝐆C
0𝚺C]

−1𝐆C
0 and ГC𝜆 = i(𝚺Cλ − 𝚺Cλ

† ). 

Similarly, the electron density matrix can be computed as 
 

    
ρ(ri) = ∫ 𝚵(E)fλ(E)dE,

∞

−∞

 (7) 

 

where  𝚵(E) =
1

2π

𝐁C
−1ГC𝐁C

−1†

(E+−Eα)(E
−−Eα)

  and  𝐁C = 𝟏C − 𝚺C𝐆C
0.  

Importantly, note that all matrices are now of size 

(NC×NC), where NDi>>NC. Therefore, we can reduce 

considerably the computational cost by employing the 

CBR method in the NEGF formalism. 
 

A summary of the algorithm implemented in our QT 

simulator is shown in Fig. 1. For the self-consistent 

solution of the non-linear Poisson equation, we employed 

a combination of the predictor-corrector approach and the 

Anderson mixing scheme. 
 

Results and discussion 
 

We have applied our QT framework to investigate effects 

of size quantization in Si: P δ-layer systems on the 

conductivity. The device is shown in Fig. 2.  

 

Fig. 2: The Si:P δ-layer device is composed of a Si body, a very 

high P-doped layer with an intrinsic gap, and a Si cap. 

 

The corresponding dependence of the current on the device 

width (W) is shown in Fig. 3. The existence of the 

conduction steps due to each new propagating mode is well 

known experimentally since 1980’s [10]. Here we report, 

however, that in highly-confined, highly-conductive δ-

layer systems, the quantum number m, representing the 

number of propagating modes, determines not just the total 

current, but also the spatial distribution of the 

corresponding current-carrying electrons [11] as also 

shown in Fig. 3. The total number of propagating modes m 

depends on the number of peaks in the density of states 

(DOS) and is mainly determined by the three factors: 1) the 

δ-layer doping level ND, 2) the the δ-layer doping thickness 

t and 3) the device width W. The spatial distribution of the 

current-carrying electron states, ncurr.−carr.(y, z), can be 

obtained by performing the energy integration of the local 

density of electron states (LDOS) weighted by the 

corresponding current spectrum i(E) as: ncurr.−carr.(y, z)   = 

∫LDOS(y, z, E)i(E)dE/ ∫i(E)dE. The spatial current-

carrying electrons for the different modes is shown in Fig.3 

a as insets in blue color, as well as the corresponding 

number of propagating modes. Additionally, the total 

electron density is also included in the figure as an inset in 

green color, demonstrating only weak spatial quantization 

along the y-direction. However, the specific portion of 

electrons with energies close to the Fermi level, i.e. the 

current-carrying states, do exhibit a strong spatial 

quantization. Indeed, for m = 1 the propagating mode 

reaches the maximum concentration at the center of the 

structure, the mode the corresponds to m = 2 is ”excited” 

into the further penetration along the confinement direction 

(z-axis), leaving the center relatively depopulated (in terms 

of the current-carrying states), the mode m = 3 is again 

”pushed out” of the center along both z- and y- axis. One 

can further note that the modes m = 1, and m = 4, 6, etc. 

tend to form a regular ”phase” distribution of the current-

carrying states, while the modes m = 2, and m = 3, 5, etc. 

form ”anti-phase” distributions that have the maximum 

current being carried in the different regions of space, 

separated by a few nanometers. When W → ∞, the number 

of propagation modesin y-direction becomes infinite m → 

∞ as expected. 

 
 

Fig. 3: Propagation modes for Si: P δ-layer systems.  Current I vs 

device width W for δ-layer systems: the insets in blue color show 

the spatial distributions of current-carrying modes across a y-z 

plane, indicating the corresponding number of propagating modes 

m; Inset in green color shows the total electron density that 

includes all (not just current-carrying) occupied electron states for 

a device width of W=12nm. For all calculations, ND=1.0×1014cm-

2, NA=5.0×1017cm-3, t=0.2nm and an applied voltage of 1mV. 

Conclusions 

We employed an efficient computational open-system 

quantum-mechanical treatment to explore the conductive 

properties of Si: P δ-layers, and the size quantization 

effects for sub-20 nm width δ-layers. We reported a strong 

spatial quantization of the current-carrying states  for 

devices widths W<10 nm, which could be utilized in novel 

electronic δ-layer switches.  The number of propagating 

modes could be controlled by external electric fields, thus 

strongly affecting the current. For devices widths W>10 

nm, the quantization effects practically vanish and the 

conductivity tends to the infinitely-wide device values.  
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Macroscopically non-local effects are common in electron transport in semiconductor de-
vices, occurring whenever the mean free path (mfp) and/or the deBroglie wavelength are not 
small compared to geometry/flow length scales.  When such effects are important, standard 
diffusion-drift (DD) theory becomes inaccurate and should be modified to account for the 
non-local effects.  Density-gradient (DG) theory [1] is an example, and here we investigate 
another in which non-locality in the transport physics is significant. 

The importance of non-local effects associated with the mfp is gauged by the Knudsen 
number defined as the ratio of the mfp to a characteristic length scale of the situation.  When 
this number is appreciable, one is in the Knudsen regime and governing equations, which may 
be derived from the Boltzmann equation, are found to contain various gradient-dependent 
correction terms [2].  An analogous thing happens in a quantum mechanical context with DG 
theory wherein the equation of state for the electron gas contains an added gradient term 
that provides a lowest-order accounting for quantum non-locality.  Here, using methods of 
classical field theory [3], we undertake a similar development but with the gradient correc-
tions now capturing classical and/or quantum non-locality effects on scattering.  The respec-
tive effects being analyzed are illustrated in Figs. 1b or 1c for flows involving surface scatter-
ing; Fig. 1a contrasts a parallel situation for an ordinary gas in the Knudsen regime. 

In DD theory, the electron-lattice interaction is treated as local and instantaneous with 
the force felt by the gas being proportional to the average electron velocity and with the 
proportionality constant being the inverse mobility.  The gradient correction must therefore 
also be in terms of velocity, and for reasons of rotational invariance we assume a Laplacian 
so that the material response function describing the electron-lattice interaction force is: 

𝑛𝑬!(𝒖) = −
𝑛𝒖
𝜇!

+ 𝛾!𝑛𝛻"𝒖 = −
𝑛𝒖
𝜇!

+ 𝛾!𝑛[𝛻(𝛻 ∙ 𝒖) − 𝛻 × 𝛚]									𝛚 ≡ 𝛻 × 𝒖 

where 𝝎 is the vorticity, 𝛾! is a material parameter gauging the strength of the gradient effect 
in the gas, and the second equality follows from a vector calculus identity.  Inserting this func-
tion into the force balance equation for the electron gas results in a corrected DD/DG theory 
which we refer to as generalized-gradient (GG) theory. 

To illustrate GG theory (in the form of a corrected DD theory), we apply it to a long-channel 
Si FET under low-field conditions.  We assume diffuse scattering at the Si-SiO2 interface and 
that there is no vorticity injection from the contacts.  Solution profiles obtained from the GG 
simulation with VDS = 1V are plotted showing the electron density (Fig. 2a), the horizontal 
velocity (Fig. 2b), and the vorticity generated by the interface scattering (Fig. 2c).  Profiles of 
density and velocity along a cutline across the boundary layer are shown in Fig. 3a.  Lastly, IV 
curves are presented in Fig. 3b, comparing cases with full slip (specular scattering) and no slip 
(diffuse scattering).  The former corresponds to the conventional treatment if it is scaled to 
match the latter by fitting the mobility and thereby defining a “channel mobility”.  These and 
other results, as well as full details on the theory, will be presented at the meeting. 
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Figure 1.  Depictions of the scattering and average velocity profiles for three flow situations near surfaces: (a) 

ordinary fluid mechanics; and electron flows with (b) a long mfp or (c) a long deBroglie wavelength. 

 
Figure 2.  Field plots of (a) electron density, (b) horizontal velocity, and (c) vorticity inside a 

Si FET with VDS = 1V as computed using GG theory. 

                                  
Figure 3.  Plots of (a) cutlines across the channel in the FET of Fig. 2, and 
(b) the IV curves of the FET as computed assuming full slip (specular scat-

tering) or no slip (diffuse scattering). 
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Abstract 
 
The channel lengths of some transistors are now nearing the nanometer [1], making these devices prone to direct source-
to-drain tunneling (DSDT), a leakage mechanism commonly considered to set the end of Moore's law [2]. In a MOSFET, the 
probability for a charge carrier to undergo DSDT decays exponentially with channel length, source depletion length, and 
drain depletion length. Bound-charge engineering (BCE) is a recently introduced scheme where the depletion lengths of 
transistors can be controlled through effective doping by surface bound charges residing on the interface between a 
semiconductor and an adjacent oxide [3]. In this work, BCE is applied to reduce DSDT leakage current down to acceptable 
levels in MOSFETs with channels as short as 1.5 nm; the higher the oxide permittivity, the lower the DSDT leakage [Fig. 1 (a)–
(c)]. As vehicles for this study, we consider n-type gate-all-around MOSFETs with (A) a 2-nm-wide silicon nanowire (NW) 
channel and (B) a silicon nanosheet (NS) channel [Fig. 1 (d)–(e)]. The silicon NW devices are modeled via state-of-the-art 
atomistic quantum transport simulations based on the nonequilibrium Green's function (NEGF) formalism and the tight-
binding (TB) model, a simulation paradigm currently under development within our first-principles quantum transport 
software NanoDCAL+ [3, 4] which properly accounts for the atomistic effects, quantum confinement, and nonequilibrium 
quantum transport phenomena relevant in ultrascaled devices. On the other hand, the silicon NS devices, which are 
physically larger, are simulated within continuum models after calibration against NEGF–TB data. Specifically, we use the 
new NEGF–k·p feature under development within the QTCAD software suite (Quantum-Technology Computer-Aided 
Design), our finite-element-based quantum hardware modelling tool. It is found that short-channel device with high-
permittivity oxides exhibit temperature-dependent DSDT, thereby maintaining their subthreshold swing at a value close to 
the thermal limit of 60 mV/dec at room temperature. BCE may thus pave a way toward ultrascaled MOSFETs. This work 
highlights the need for simulation platforms combining ab initio simulation tools, which can account for atomistic and 
quantum effects, with continuum models describing quantum transport at a mesoscopic scale, at which devices are too large 
to be described purely from first principles but small enough for tunneling to be significant. 
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Figure 1: (a)–(c) Illustrations of off-state band diagrams (conduction band edge EC as a function of position z along the 
transport direction) in the long-channel limit (a) and short-channel limit (b) of MOSFETs. Long-channel MOSFETs only exhibit 
thermionic emission, while short-channel MOSFETs exhibit both thermionic emission and direct source-to-drain tunneling 
(green-dotted region). (c) If the source and drain depletion lengths LS,D are sufficiently long, as may be achieved by BCE, DSDT 
can be significantly reduced. (d) Atomic structure of the unit cell of the silicon NW in the wireframe model. Lines represent 
interatomic bonds. The NW has a diameter of d = 2 nm and is grown in [110]. (e) Schematic of the n-type GAA silicon NW 
MOSFET investigated in this work. A cross section through the NW's axis of rotational symmetry is shown. An oxide with 
permittivity κ surrounds the channel as well as the source and drain depletion regions (with lengths LS,D). By BCE, low-κ (high-
κ) oxides lead to short (long) LS,D. The nature of the oxide located far from these regions (light-yellow regions) does not affect 
DSDT. 
 

 
 

Figure 2: Transfer characteristics of ultrashort-channel GAA silicon NW MOSFETs [Fig. 1(e)] at a temperature of T = 300 K and 
a drain voltage of VDS = 50 mV, as obtained from NEGF–TB simulations. Devices with various surrounding oxide permittivities 
κ are investigated. The devices have an extremely short channel length of L = 2.3 nm. The current is normalized by the 
perimeter of the NW's unit cell. The off-state voltage Voff is defined as the value of gate voltage VGS at which the drain current 
IDS is equal to Ioff = 10−5 A/m. Due to increased tunneling leakage, the device with SiO2 has a subthreshold swing of 130 
mV/dec, to be compared to 75 mV/dec (72 mV/dev) for the device with HfO2 (Ta2O5). 
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Abstract—We present a TCAD-based simulation framework
established for quantum dot spin qubits with full-electrical
control implemented on a silicon FinFET platform. It works down
to 1 K and consists of a two-step simulation chain, from qubit
initialization with DC bias to state manipulation using microwave
signals. After calculating the microwave electric field response
at the qubit locations, an average field polarization vector at
each quantum dot is provided for further estimation of the
Rabi coupling strength. We demonstrate the functionality via
simulation of a recently reported two-qubit device in form of a
5-gate silicon FinFET. The framework is easily generalizable to
future multi-qubit systems.

I. INTRODUCTION

Scalability is vital for quantum computing, but a tough task
from the aspect of physical implementations. One promising
platform to overcome this challenge is given by quantum dot
(QD) spin qubits embedded in multi-gate silicon FinFETs,
which can be fabricated using standard CMOS technology.
Recently, hole spin qubits hosted by double QDs in a 5-
gate silicon FinFET that can operate above 4 K have been
reported in [1] [2]. To scale up the system in the near future,
a simulation-aided analysis for the design of full-electrical
control is highly desirable, especially for the qubit state
manipulation with microwave (MW) signals. For this purpose,
we developed a TCAD-based framework operable down to 1
K which enables simulations of qubit state initialization with
DC bias and manipulation by MW control signals. The MW
response electric field (E-field) polarization vector averaged
over each QD is extracted in post-processing steps, allowing
for the further analysis such as Rabi frequency estimation. The
cross-talk between multiple gates is also taken into account in
the MW simulations via a 1st. order capacitive coupling model.

We illustrate the simulation framework by taking the exam-
ple of the two-hole-qubit device reported in Ref. [1], but the
generalization to multi-qubit devices (either electron or hole
spin based) and the extension to include more functionalities
like cross-talk between qubits and readout bus-line in a larger
system are straightforward. The simulated device structure
adapted from the fabricated one [1] is shown in Fig. 1. In
the following, we first introduce the MW simulation method
including the cross-talk estimation model. Then, MW simula-
tion results for two qubits each hosted in a one-hole QD are
presented to clarify how the average response field polarization
vector at a given QD is extracted. Finally , as an application
example, we demonstrate the impact of the numbers of holes
in a QD on the response field polarization vector.

Fig. 1. Sketch of simulated 5-gate Si FinFET. (a) side view along fin direction,
(b) cross section view perpendicular to fin direction under gate B.

II. SIMULATION METHODOLOGY

Modeling the MW field response in spin qubit devices has
two special aspects. First, the charge distribution in the QDs is
coupled self-consistently with the field response. Secondly, the
device size (usually a few hundreds of nm) is much smaller
than the wavelength of the applied MW signal (cm range).
Therefore, commonly used techniques for MW simulation
(like FDTD) are not proper options because of their high
computational cost and the lack of self-consistency with the
charge distribution. On the other hand, electrical small signal
AC analysis fits well for this application, as long as the
amplitude of the MW signal is much smaller than the applied
DC bias. In S-Device, this technique proceeds by adding a
small harmonic term to the original DC variable, i.e.

ξtotal = ξDC + ∆ξeiwt (1)

where ξ denotes potential (φ) or carrier density (n, p). The
AC system containing the new variables is then solved in 1st-
order of ∆ξ [3]. To calculate the response field, a two-step
simulation is required. First, we run a quasi-stationary DC
simulation (at T = 1 K) to generate QDs with a specific number
of holes. The important effect of confinement in the fin tip is
taken into account by the density gradient model [3]. Then,
the electrical small-signal analysis is performed by ramping
the AC voltage at gate P1. Since the MW field response that
we are interested in is not a default output in S-Device, it
needs to be extracted based on the following relations:

E = −∇ϕ (2)

JD = −iωε∇ϕ (3)

<(E) = =(JD)/ωε (4)

According to Eq. (4), the imaginary part of the displace-
ment current response =(JD) (default output in S-Device)
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is representative for the real E-field response <(E). Their
magnitudes differ only by a (computable) scaling factor,
whereas the vector directions are exactly the same. This one-
to-one correspondence facilitates the calculation of a response
field polarization vector at each qubit location. Details will be
discussed in Sec. III.

To take the cross talk between gates into account, we
introduce a simplified capacitive coupling model based on the
1st-order estimation. This is achieved by running two-fold AC
simulations. A first round is performed with the AC signal
applied on gate P1 only, in order to extract the equivalent
Y-matrix of the device. The obtained capacitance elements
are then used to construct the simple voltage divider circuit
model (see Fig. 2 (a)). The capacitive coupling factor Vcf,X
between P1 and any other gate (labeled as node X) can be
calculated. Then, a second-round simulation is performed with
AC signals also applied to all other gates, where their AC
voltage amplitudes depend on the coupling factor Vcf,X. For
example, Fig. 2 (b) shows the results of the coupling factors
in case of one hole in each QD. The final field response is
obtained after the second AC run including the gate cross talk.

Fig. 2. (a) Simplified 1st-order capacitive coupling circuit model for gate
cross talk calculation. (b) Calculated voltage coupling factor for case of two
one-hole QDs. The coupling is strong only for gates L1 and B that are close
to the AC control gate P1 as expected.

III. SIMULATION RESULTS

We first present the MW simulation results for a basic two-
qubit case, with each qubit hosted at a one-hole QD. Then,
we discuss the impact of the number of holes in QD1 on the
field response.

A. Two-Qubit Case with One-Hole QDs

First, we run DC simulation for qubit state initialization,
with gate biases set to values adapted from the experiment.
The obtained hole density profile (see Fig. 3 (a)) shows the
formation of two one-hole QDs. The resultant real part of the
potential response is plotted in Fig. 3 (b), where its gradient
relates to the response field we are interested in. Since this
response is the lowest in the region with the highest hole
density, a response singularity appears at the center of each QD
(see regions labeled by white dashed lines in Fig. 3 (c)). The
presence of such singularities makes it hard to directly assign
a single field vector to a particular QD. Thus, we introduce
a normalized field vector averaged over the QD volume. It is
calculated by integrating each component of the field vector
over the dot volume and dividing by the root sum square (i.e.
normalizing by the volume integral of the field magnitude).
The results are shown in Fig. 3 (d).

Fig. 3. (a) DC hole density profile in fin direction with 1/1 hole at QD1/2.
Applied DC biases are labeled on top of the corresponding gates. White
dashed lines indicate the QD volume used for integration to obtain the number
of holes. Corresponding (b) normalized real part of the potential and (c)
imaginary part of the displacement current response, taken at Vac = -12 mV.
(d) Calculated components of the averaged response field vector at QDs. Color
bar ranges from 1e14 to 1e18 cm-3 in (a), 0 (blue) to 1 (red) in (b), and from
1e2 (blue) to 1e4 (red) Acm-2V-1 in (c).

B. Impact of Number of Holes at QDs
Using the method above, we study the impact of the number

of holes at QD1 on the response field, as this number can be
hard to determine experimentally. Results for two cases, 3/3
and 5/3 holes at QD1/2, are shown in Fig. 4. Although the
dominant field polarization in both QDs remains unchanged
with more holes in QD1, the field vector at QD1/2 tends to
have a stronger x/z-component and a weaker z/x-component.
For QD1, this is because the increased charge there distributes
the field response more homogeneously along z (see colormap
comparison under P1). Consequently, the z-component of the
field contributes less over the integrated dot volume. For QD2,
the slightly larger z-component comes from the increased
electrostatic impact along z due to more holes at QD1.

Fig. 4. Simulated field response for case (a) 3/3 and (b) 5/3 holes in QD1/2.
Tables contain the components of the average response field vector. Field
response magnitudes are plotted on the right. White dashed lines indicate the
dot volume used for integration. Color bar range is kept the same as in Fig. 3
(c). Numbers on top of the gates indicate the corresponding DC biases to
obtain 3/3 and 5/3 holes under QD1/2.

IV. CONCLUSION

A TCAD simulation framework developed for future large-
scale silicon FinFET spin qubit devices allows to calculate the
average MW E-field response vector at each QD. A reported
two-qubit device is analyzed, showing that the MW response
field polarization is very sensitive to the number of holes in
the QD under the AC gate used for qubit control.
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Abstract – Motivation and Achievement 

Superconducting qubits are one of the most promising 
quantum computing architectures [1]. While a qubit needs 
to have enough isolation to achieve a long coherence time, 
it should also be allowed to interact with the outside world 
for the readout operation. Often, a resonator is coupled to 
a qubit to allow dispersive readout, in which the resonator 
will experience a resonant frequency shift depending on the 
final state of the qubit [2]. This frequency shift is called the 
Cross-Kerr, χ. The larger the χ, the easier it is to distinguish 
the qubit |0⟩ and |1⟩ states. However, this will also result 
in a shorter coherence time. The distinguishability of the 
|0⟩ and |1⟩ states also depends on the readout pulse power 
and duration, the resonator scattering matrix, and the noise 
from the circuits. Therefore, it is important to co-optimize 
the resonator design, qubit-resonator coupling, and reading 
pulse length and power with the noise taken into account. 

In this work, a simulation methodology for supercon-
ducting qubit readout fidelity is proposed and implemented 
to allow the aforementioned co-optimization. Parameters 
are taken from an actual physical qubit system. The simu-
lation is calibrated to the experiment. This can then be used 
to guide the design and optimization of a superconducting 
qubit readout system. As an example, it is found that the 
system can still maintain > 99% fidelity even if the input 
power is reduced by 10dB or if the readout pulse width is 
halved. 

Qubit Readout System 
Fig. 1 shows the hardware system used in this paper. 

Quantum Machine OPX is used as the control hardware 
[3]. A -47dBm 3.5s (𝑡) reading pulse of 7.246245GHz is 
used. After three attenuation stages (-60dB in total), the 
pulse reaches the input port (port 1) of the resonator cou-
pled to a qubit at 10mK. The qubit is tantalum-based with 
a high coherence time (>0.3ms) [4]. The signal from the 
output port (port 2) of the resonator is then amplified by a 

Traveling Wave Parametric Amplifier (TWPA) (+20dB) at 
10mK, a HEMT amplifier at 4K (+40dB), and a 300K am-
plifier (+40dB). Quadrature measurement is performed on 
the amplified output signal, which represents the S21 of the 
resonator/qubit system, to distinguish the qubit |0⟩  and 
|1⟩ states. The χ of the system is 114kHz.  

 
Simulation Methodology 

Fig. 2 shows the simulation framework. The framework 
uses Ansys HFSS [5] to perform the scattering matrix sim-
ulation of the resonator. The S21 obtained is then fed into a 
MATLAB program to simulate the readout process. White 
noise corresponding to the amplifiers is generated in the 
frequency domain. There are three major noise sources. 
The first one is the quantum noise due to the photon num-
ber fluctuation after the resonator. The second one is the 
noise due to the TWPA. Since TWPA is a quantum-limited 
amplifier, therefore, at the best case, it only reduces the sig-
nal-to-noise ratio by half [6]. This is equivalent to adding 
3dB of noise to its output. Thirdly, the two low noise am-
plifiers contribute thermal noise equivalent to Teff = 1.5K 
[7] and Teff = 54K [8], respectively, with a noise spectral 
density of 4kTeffR, where k is the Boltzmann constant and 
R is 50. The output pulse from the resonator is simulated 
by multiplying the attenuated input pulse and the S21. The 
total white noise is then added to the output pulse in the 
frequency domain. The real and imaginary parts at the 
reading frequency are extracted to simulate the quadrature 
measurement. 1000 random runs are performed to obtain 
the statistics. 

 
Simulation Results 

The resonators are designed to have eigenfrequencies 
of 7.252456GHz and 7.252612GHz, to emulate the cou-
pled qubit’s |0⟩ and |1⟩ states, respectively. This gives a χ 
of 156kHz, which is similar to that of the hardware. Fig. 3 

 
 
Figure 1: The qubit system used. The readout path is highlighted.  

 
 

Figure 2: Ilustration of the simulation flow. 
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shows the design of the cavity and the resonator with Q ~ 
48k, similar to the experimental value. If experimental χ is 
not available, it can be obtained using the Energy 
Participation Ratio (EPR) method with HFSS [2]. The 
reading pulse frequency is 𝑓 ൌ 7.252534 GHz , which is 
the average of the two resonator frequencies. Based on the 
simulation, the number of photons entering port 1 is about 
14k and 𝑁  = 3746 photons are emitted from port 2. 
Therefore, the quantum noise power is ℎ𝑓√𝑁/𝑡, where ℎ 
is the Planck’s constant. The total noise power is found to 
be -27.7dBm. Fig. 4 shows the output signal before and 
after the chain of amplifiers for resonator coupled with 
qubit with states |0⟩ and 1⟩. It can be seen that the noise 
reduces the distinguishability. Fig. 5 shows the fidelity of 
the qubit based on experimental quadrature measurement 
and simulation which match each other pretty well. This 
framework is then used to study how the input pulse power 
will change the fidelity of the system. The simulation 
shows that it can maintain >99% fidelity even if the input 
power is reduced by 10dB or if the readout pulse is 1.5s. 
Therefore, there is still room to further optimize the system 
(Fig. 6).  

Conclusions 

In this paper, a simulation method for predicting 
superconducting qubit fidelity is proposed and 
implemented. It is verified against hardware data. The 
simulation result matches the experimental result well after 
calibration. It is then used to predict the fidelity of the 
system with reduced reading pulse power. It is found that 
the fidelity is still > 99% even with a 10dB reduction in the 
reading pulse power or if the readout pulse width is halved. 
This can be used for the further optimization of the system. 
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Figure 4: The real and imaginary compoents of the signal after 
the resonantor before adding the quantum noise (Top) and after 
the amplification chain in Fig. 1 (Bottom). The red dotted line 

indicates the reading pulse frequency. 

 
 
Figure 3: The cavity and resonator used in the HFSS simulation. 

 
 

Figure 5: The quadrature measurement (Left) and simulation  
(Right) for reading |0⟩ and 1⟩ states. 

 
 

Figure 6: Simulated fidelity of the qubit readout system as a 
function of a) relative input pulse power (relative to -47dBm) 

and b) readout pulse duration. 
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INTRODUCTION

Electron spins in Silicon (Si) are promising for designs
of universal quantum gates due to their extremely long
coherence time [1]. The electrode-driven Si quantum dot
systems have been extensively studied to realize electron
spin qubits as they, in principle, can be fabricated with
industry-standard processes. Recently, a controlled-NOT
(CNOT) logic, whose gating can be controlled with a
single microwave pulse, has been realized with a Si
double quantum dot (DQD) system [2] and the theoretical
background [3]. The correlation between CNOT-fidelity
and charge noise, however, is not yet clear even though
charge noise is omnipresent in Si devices. Here, we com-
putationally explore how charge noise affects entangling
logics implemented with a Si DQD structure including
the reported single-step CNOT operation [2].

METHODS

The physically realized DQD system is represented in
a 2D manner as shown in Figure 1(a), since the reported
structure is quite long along the [001] (Z) direction [2].
The bias-dependent electrostatics are simulated with bulk
physics augmented with electronic structure calculations
based on the effective mass model [4]. A DC magnetic
field along the Z-direction (BZ), which is generated with
a horseshoe-shaped micro-magnet in the real experiment,
is incorporated into simulations with a spatial distribution
driven by Neumann et al. [5], and the time responses of
spin qubits are calculated with the two-spin Heisenberg
Hamiltonian [2] whose matrix elements are determined
with DQD electrostatics and time-varying control pulses.

RESULTS AND DISCUSSION

DQD Initialization: The left subfigure of Figure 1(b)
shows the charge stability diagram that is simulated at a
barrier gate bias (VB) of 200mV and a middle gate bias
(VM ) of 400mV, where two numbers in each parenthesis
represent electron populations of two QDs. The starting
step of qubit operations is to initialize the DQD system
such that the lowest down-spin (|↓〉) state of each QD
is filled with a single electron. Here we initialize the
system to a 2-qubit |↓↓〉 state (= |↓〉⊗|↓〉) by setting a
left (VL) and a right gate (VR) bias to 540mV and 570mV,
respectively, since it is known that symmetric-biasing
(i.e., potential shapes of two QDs become identical) is
beneficial for reducing the sensitivity of qubit interactions

Fig. 1. (a) A 2D domain representing a Si DQD system that is assumed
be infinitely long along the [001] direction. Quantum confinement along
the [100] direction is formed with biases imposed on top electrodes.
Confinement along [010] direction is created by the band offset between
Si and SiGe layers. (b) A charge stability calculated as a function of VL
and VR (VM = 400mV, VB = 200mV), and electron density profile at
lowest |↑〉 and |↓〉 states of two QDs. At (VL, VR) = (540mV, 570mV),
QDs are symmetrically initialized, and their Zeeman-splitting energies
become 18.45GHz (right) and 18.31GHz (left).

to charge noise [6]. The right subfigure of Figure 1(b)
shows the spatial distribution of electrons at |↑〉 (lowest
up-spin) and |↓〉 state of two QDs. The Zeeman-splitting
energy in the right (EZR) and left QD (EZL) becomes
18.45GHz and 18.31GHz due to the inhomogeneous BZ

profile along the [100] (X) direction (see Figure 1(a)).
2-qubit entangling operation: Figure 2(a) shows how

EZL, EZR, and exchange interaction between left and
right |↓〉 state (J) changes with increasing VM (at VL
= 540mV, VR = 570mV). Varying VM in a 10mV range
(affecting the barrier height between QDs) does not drive
remarkable changes of EZL and EZR. The sensitivity
of J to VM , however, is extremely large so J at VM
= 400mV and 408.1mV is calculated as 75.6KHz and
19.3MHz, respectively. At VM = 400mV where J is still
in the order of KHz, we have shown that both QDs can be
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Fig. 2. (a) Interaction between inter-QD spin states is quite sensitive
to VM , so ∆VM of a few mV changes J by an order of magnitude.
The Zeeman-splitting energy of electron spin in each QD, however,
rarely depends on VM , so J can be controlled almost independently of
EZL and EZR. (b) 2-qubit time response obtained at J = 19.3MHz
(VM = ∼408mV) with a [010]-oriented AC magnetic pulse and (c)
with no AC magnetic pulses. The CNOT logic is secured at 100.4nsec
(TCNOT) while the CZ logic can be achieved at 32nsec (TCZ) under
only [001]-oriented DC field that is generated from a micro-magnet.

individually addressed [4]. When J reaches 19.3MHz at
VM = 408.1mV, the interaction is not negligible and we
have possibility for implementation of entangling logics.
Figure 2(b) shows the 2-qubit time response calculated
against the 4 input states (|↓↓〉, |↓↑〉, |↑↓〉, |↑↑〉). Due
to the non-negligible J , the resonance frequency of the
right QD depends on the occupied spin state of the left
QD, and the CNOT logic can be secured at 100.4nsec
with a single [010]-oriented AC magnetic pulse (BY (t)),
where BY (t) (an amplitude of 4.98MHz and a driving
frequency of 1.83GHz) is incorporated into the Heisen-
berg Hamiltonian for modeling of the response.

Another important entangling logic for universal quan-
tum computing, controlled-Z (CZ) operation, can be also
implemented with the same DQD structure. Unlike the
1-step CNOT case, this does not even require additional
time-varying magnetic pulses. Figure 2(c) shows the 2-
qubit time response that is simulated with only above-
mentioned DC control factors (DC biases imposed on
top electrodes and BZ profile). Here, we see that the CZ
logic is secured at∼32nsec, which is much faster than the
the CNOT case since the operation is solely determined
with the DC field (BZ) that is much larger in magnitude

Fig. 3. In a noise-free condition, the fidelity of CNOT and CZ logic is
98.34% and 99.94%, respectively. However, the fidelity reduces once
we incorporate charge noise into simulations, which is done by adding
randomly generated noisy potential profiles to noise-free solutions. The
noisy value is generated per grid in the DQD domain under a zero-
mean gaussian distribution of standard deviation σ. Results of 1,000
simulations show CZ is much more robust to charge noise than CNOT.

than the AC pulse (BY (t)) used to get the CNOT logic.
Sensitivity to charge noise: In a noise-free condition,

the fidelity of CNOT and CZ logic becomes 98.34% and
99.94%, respectively. Once we start to incorporate charge
noise into simulations by disturbing the DQD potential
distribution with random values generated under a zero-
mean gaussian distribution of standard deviation σ, the
fidelity is reduced in both cases. But, as shown in Figure
3, we recognize that the CZ logic is much more robust to
noise than the CNOT case so its fidelity remains around
70% even at σ = 5µeV (∼32% for CNOT).

CONCLUSION

A preliminary modeling study on the noise-robustness
of entangling operations in Si DQD systems is presented.
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Abstract—In this paper, we report on simulations of an Electron

Spin Resonance (ESR) RF control line for semiconductor electron
spin qubits. The simulation includes both the ESR line character-
istics (geometry and configuration, stack and material properties)
and the electromagnetic (EM) environment at the vicinity of the
qubits such as gates and interconnect network. With the accurate
assessment of the magnetic and electric field distribution, we found
that the EM environment of the qubits contributes significantly
to the ESR line efficiency for spin control characterized by the
magnetic over electric field ratio generated at the qubit location.

Index Terms—ESR, electron spin qubits, Quantum computing

I. INTRODUCTION

Thanks to their long coherence time and their compatibil-
ity with advanced semiconductor manufacturing, electron spin
qubits are expected to bring breakthrough in Quantum com-
puting technologies [1]–[3]. To enable fabrication of a multi-
qubits demonstrator, spin control modules need to be developed
together with the qubits full integration flows. Spin qubit control
can be achieved by electron spin resonance (ESR) [4]. It consists
in applying to the qubit a resonant AC magnetic field generated
by the AC current flowing through an RF line at the vicinity
of the qubit [5]–[7]. Usually, the ESR RF line is simulated
without considerating the electromagnetic (EM) effects of the
surroundings of the qubit such as interconnects, dummies and
gate structure. Here the simulations aim at describing a realistic
environment including the qubits and a real BEOL (Back-end-
of-Line) process in a FDSOI technology operating at cryogenic
temperature [8], [9].

II. ELECTROMAGNETIC SIMULATION PLATFORM

In this work, we use EM simulation deck for assessing spe-
cific ESR line figure-of-merits (FoM). Simulations are realized
using HFSS from Ansys and CST from Dassault System, which
are finite element EM solvers, for coping with both ESR and
quantum dots (QDs) co-design and multi-scale requirements.

We will focus in this paper on the magnetic over electric
field ratio (B/E) for a given ESR line input power, as the AC
magnetic field is the one used for ESR (directly proportional to
the spin Rabi frequency), whereas E field is the parasitic one,
potentially heating the sample and leading to qubits improper
operations [5], [6], [10]. In Fig. 1, we propose a classification
of the ESR line FoM and we demonstrate in this paper that the
B/E ratio is both ESR line geometry and configuration, stack
and material and EM environment dependent. The simulated
structure is described in Fig. 2 and 3.
A. ESR line configuration and stack impact

The ESR line geometry are either based on a coplanar
stripline (CPS), a coplanar stripline using a balun or a coplanar
waveguide (CPW) [6], terminated by a short-circuit placed near
the Qubit QDs, where the ratio B/E is to be maximized. Figure
4 compares the FoM of the different ESR line configurations and
points out the trade-off between maximal B field and maximal
B/E ratio.

The impact of the stack for designing the ESR line is also
studied considering two cases: either the fabrication of the CPS
line at the gate level or at the first metallization level M1 (Fig.
4). The results are straightforward: the decrease of B/E when
using M1 level is due to the decrease of B field as the distance
to the QDs is increased.
B. EM environment and positioning impact

Simulation results show that taking into account all the con-
ductive, dielectric layers and polysilicon dummies has a strong
effect on the electric field, making it much more inhomogeneous
along the line, contrary to the usually simulated simple ESR line
geometry evaluation. For the ESR line represented in Fig. 2, the
polysilicon dummies of few nanometers can reduce up to 75%
the E field thanks to their screening effect.

Inversely, interconnect network of the QDs can increase the
electric field locally and degrade the B/E. When connecting the
QDs with exchange gates in a face-to-face configuration [11],
extra gate interconnect can lead to extra E field. Thus, a precise
multi-scale description of the device and its EM environment
in the simulation platform has to be added to the usual ESR
stand-alone device evaluation for accurate FoM assessment, as
summarized in Fig. 5.

III. COMPARISON WITH EXPERIMENTAL DATA

A co-design ‘ESR line/qubit’ using a dedicated state-of-
the-art CMOS FDSOI technology [11] has been fabricated
and characterized at room and cryogenic temperatures using a
Vector-Network-Analyzer with standard and on-chip calibration.
For the 28FDSOI conductive layers, we have used their RRR
(Residual-resistance ratio) values based on 4K experimental
results and have adjusted the conductivity for the nano-antenna
part (Fig. 2) in M1 to 3.107 S/m. Fig. 6 outlines the low
resistive access line impact and the quasi-static behaviour of the
nano-antenna (quasi-constant resistance over frequency) due to
a very high wavelength to geometric length ratio. As shown in
Fig. 6 and 7, CEA-LETI simulation platform gives very good
agreement between measurements and simulations over a wide
frequency range up to 20GHz. Moreover, the obtained results
in Fig. 7 show wideband and low-loss characteristics of the ESR
line, with insertion loss parameter (S11) significantly reduced at
cryogenic temperature mainly due to a higher M1 conductivity.

IV. CONCLUSION
Evaluation of the ESR line control EM fields with QDs is

performed using a dedicated simulation platform. While only
ESR line geometry impact had been studied up to now, we
also include in this study the technological stack and the EM
environment, considering dummies and interconnects in the
vicinity of the QDs, and simulations results clearly indicate
their important impact. Finally, this simulation platform being
experimentally validated, it can be used as a predictive tool to
co-design ESR line and QDs and to explore new materials like
superconductors for control efficiency optimization.
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Fig. 1. Classification of ESR FoM: ESR line geometry and configuration, stack
and material and EM environment dependent.

Fig. 2. Structure used for 3D electromagnetic (EM) simulations to assess RF
performances for spin manipulation using Electron Spin Resonance (ESR) 1)
silicon active, QD, 2) Gates and reservoirs, 3) Top gate, 4) ESR line nano-
antenna in M1 level, 5) Dummies (polysilicon), illustration from [8].

Fig. 3. Cross-sectional view in the Si QD2 plane of the magnetic field of the
ESR line with two quantum dots at 10GHz with a −7 dBm input power,
illustration from [8].

Fig. 4. ESR line configuration and stack impact on FoM, average fields at QDs
locations, Pin=−7 dBm.

Fig. 5. Summary of impact on ESR line FoM, average fields at QDs locations,
Pin=−7 dBm (REF.: CPW-to-CPS at M1 level, with dummies and with no
F2F interconnect).

Fig. 6. Comparison of the ESR line overall resistance with the ESR nano-
antenna resistance (extracted by de-embedding) at cryogenic temperature in
the [100MHz – 20GHz]: experimental results (lines) and EM simulations
(dashed lines).

Fig. 7. Comparison of experimental results (lines) with EM simulations
(dashed lines) S parameters in the [100MHz – 20GHz] of a co-design ‘ESR
line/qubit’ using a double quantum dots with exchange gate in a state-of-the-art
CMOS FDSOI technology using a dedicated FEOL and a simplified BEOL in
28FDSOI.
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Abstract: A physics-based framework is incorporated in TCAD 

to model the primary mechanisms responsible for Negative Bias 

Temperature Instability (NBTI) in P channel High-K Metal Gate 

(HKMG) MOSFETs. Three underlying mechanisms are treated 

including interface trap generation-passivation via a Reaction-

Diffusion (RD) model and its charge occupancy via an Activated 

Barrier Double Well Thermionic (ABDWT) model, hole trapping 

and de-trapping in pre-existing defects in the gate stack are 

modeled via an ABDWT model, and bulk trap generation- 

passivation is modeled via a Reaction-Diffusion-Drift (RDD) 

model. The framework is used to model measured NBTI time 

kinetics for DC stress-recovery and various mixed DC-AC gate 

pulse segments for planar devices. Furthermore, the same 

framework is also used to test NBTI behavior in 3D FinFETs. 

Introduction: The threshold voltage shift (VT) due to Negative 

Bias Temperature Instability (BTI) is an important issue in P 

channel HKMG MOSFETs [1]. The NBTI mechanism is 

controversial and various models are proposed [2]-[4]. The 

threshold voltage degradation (VT) is due to primary NBTI 

mechanisms, i.e., interface trap generation-passivation (giving rise 

to an interface trap charge density NIT) at or near the 

channel/interlayer (IL) interface and its charge occupancy (VIT), 

trap generation and passivation in the interlayer (giving rise to 

VOT), and charge trapping in pre-existing defects in the interlayer 

(giving rise to VHT) [6]. Previous NBTI modeling work in the 1D 

BTI Analysis Tool (BAT) is successfully applied to 2D/3D TCAD 

with the focus on trap generation and passivation (NIT) using an 

RD model [10][12] (using Synopsys tools [13][14]). In this work, 

we extend our NBTI framework in TCAD to improve the 

modeling of interface trap occupancy (VIT), charge trapping in 

the interlayer (VHT), and trap generation and passivation and its 

occupancy in the interlayer (VOT) (Fig.1). The advantages of 

modeling NBTI in TCAD are capturing quantum effects, 

source/drain induced mechanical strain impact in the channel 

which are essential for scaled devices [10]. The framework (Fig.1) 

is validated by modeling the measured data for pMOSFETs in 2D 

devices (Fig.4-10). Furthermore, the framework is used to examine 

the reliability behavior briefly in 3D FinFETs (Fig.11).  

NBTI Models: The inversion layer hole tunnels to Hydrogen (H) 

passivated defects at the channel/interlayer interface during NBTI 

stress, reacts with H passivated defects, breaks, generates interface 

states, and releases H (Fig. 2a). The released H diffuses and reacts 

with another H passivated defect inside the interlayer to form H2, 

which diffuses away. This is called the Reaction-Diffusion (RD) 

model.  An anode hole injection (AHI) -related process triggered 

by a hole generates the trap in the interlayer and releases H, which 

further diffuses, reacts with another H passivated defect inside the 

interlayer, and generates defect states and H-species (H-molecule, 

H-ion). The generated H-molecule and H-ion diffuses towards the 

gate. This is called the Reaction-Diffusion-Drift (RDD) model for 

the traps generated in the interlayer [9] (Fig.2b). The ABDWT 

model is used for charge trapping in pre-existing defects in the 

interlayer (Fig.3).  

TCAD framework: The device structure is generated in 2D 

(Fig.4a) and 3D (Fig.11a). In the device simulation [14], the defect 

dissociation by holes during BTI stress utilizes the Capture-

Emission De-passivation (CED) model. A multi-state 

configuration (MSC) is defined for H-passivated defects at 

channel/interlayer and interlayer/HfO2 interfaces. The MSC-

hydrogen transport degradation model is accounted for the 

reaction between mobile hydrogen species and localized states (H-

passivated defects) together with the hydrogen transport. This is 

the RD model for interface traps in TCAD (Fig.2a). The RD model 

is combined with the ABDWT model for charge occupancy of 

generated traps (VIT), which previously has been done 

empirically via a Transient Trap Occupancy Model (TTOM) [10]. 

The RDD model utilizes a similar framework as the RD model 

(Fig.2b). Newly incorporated Hydrogen species 

(HydrogenSpeciesA/B/C, HydrogenIon) are utilized to isolate the 

AHI-related process triggered by holes for bulk trap generation in 

the interlayer (Fig.4b-d), which leads to the formation and 

diffusion of HydrogenSpeciesA/H2/H2
+ (Fig.2b). For charge 

trapping in interlayer bulk, the ABDWT model considers a trap 

with two states E1 (uncharged) and E2
 (charged) connected through 

a thermally activated energy barrier EB which is lowered by the 

applied bias (Fig.3). In the real scenario, traps are located inside 

the interlayer where carriers can be captured and emitted 

additionally through tunneling processes. The ABDWT model is 

effective, connecting both the processes in an effective manner by 

fit factors and distributions for EB and E2 [14]. The backend of 

1m is used to allow H2 diffusion (Fig.4a).  

Device and measurement details: Gate First (GF) N/P HKMG 

MOSFETs having ultra-thin thermal IL and HfO2 HK are used [1]. 

IL scaling is done using thermal process tweak for D1 (3Å) with 

lower N%, and N based IL, D2 (1.5Å), EOT of HK is 4.6Å. DCIV 

data (Fig.5) are with delay correction [11]. The VT (Fig.7-10) is 

measured with a 10s delay [5], [6].   

TCAD Modeling: The modeling of DCIV measured NIT kinetics 

at different gate bias (VG) and temperatures (T) are shown for the 

D1 device using the RD model (Fig.5). The measured VT time 

kinetics is modeled with its subcomponents at fixed VG/T during 

stress (Fig.6a) and recovery (Fig.6b). The overall VT time 

kinetics modeling is shown for mixed VG/T during stress (Fig.7a) 

and bias dependence of fixed time VT at the end of 1Ks stress at 

different temperatures (Fig.7b). The modeling of VT recovery at 

various measurement conditions, i.e., the recovery bias (VG-REC) of 

0V (Fig.8a), the VG-REC dependence after longer (1Ks) stress time 

(Fig.8b), the stress time-dependent recovery behavior (Fig.8c), and 

the VG-REC dependence after shorter stress time of 100ms (Fig.8d) 

is also achieved. It is appreciable that TCAD can mimic the re-

stressing during recovery after a short stress time (100ms). The 

model framework shows good agreement with experimental data 

for the D2 device (Fig.9a-d) showing DC stress-recovery bias 

variation, DC-AC-DC, AC-DC-AC, and pure AC gate pulses 

having variable pulse duty cycle (PDC). The framework is 

extended to 3D FinFETs (Fig.10a). The simulated trap profile and 

charge trapping are shown (Fig.10b-e). Time kinetics of the 

generated traps and trapped charges in the FinFET show similar 

behavior as in 2D TCAD simulations for planar devices, indicating 

the 3D capability of the framework (Fig.10f-g).  

Conclusion: A fully physical TCAD framework to model NBTI 

is validated with measured data of differently processed 

MOSFETs by incorporating the RD model with the ABDWT 

model (as TTOM), the RDD model, and the ABDWT model for 

the interface traps, bulk traps, and charge trapping, respectively. 

TCAD framework validation in 3D with measured data for a 

FinFET and GAA-FET is in progress.  
References: [1] Joshi IRPS 2013, [2] Mahapatra, TED 2013, [3] Rzepa, MR 2018, 

[4] Stathis, MR 2018, [5] Mukhopadhyay, TED 2017, [6] Parihar, TED Feb 2018, 
[7] Mahapatra, TDMR 2020, [8] Nilotpal IRPS 2020, [9] Tarun, TED, Feb 2021, 

[10] Tiwari, TED May 2019, [11] Mukhopadhyay, IRPS 2014, [12] Tiwari, 

SISPAD 2020, [13] Sentaurus Process T-2022.03, [14] Sentaurus Device T-
2022.03. 
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(a) 

Fig. 1. Schematic of TCAD framework for 
NBTI during stress and recovery for High-K 
Metal-Gate devices. The ΔVT subcomponents 
and corresponding models are shown. 

Fig. 2. Multi-State Configuration (MSC)-hydrogen transport degradation 
model, utilizing Capture Emission De-passivation model for defect 
dissociation used in (a) the RD model for interface traps generation-
passivation, and (b) the RDD model for bulk trap generation-passivation 
in TCAD. H’: HydrogenSpeciesA, H2

+: Hydrogen Ion, H: Hydrogen Atom, 
H2: Hydrogen Molecule, h+: hole. 

Fig. 3. Schematic of  the ABDWT 
model in TCAD to capture hole 
trapping de-trapping in pre-existing 
defects, showing thermally activated 
barrier EB, with forward and 
backword transition rates [8]. 
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Fig. 4. Device showing gate stack for (a) 2D pMOSFET, and diffusion of different hydrogen 
species for (b) (c) (d) 2D MOSFET used in RDM and RDDM after 1Ks stress time. 

Fig. 6. TCAD modeling of UF-MSM measured ΔVT of the D1 device during 
(a) stress, and (b) recovery time kinetics. ΔVT subcomponents are also 
shown. Line: simulation, symbol: measured data.  

 

Fig. 9. TCAD modeling of measured ΔVT of the D2 device (a) DC segments with varying VG-STR/VG-REC, (b) (c) mixed DC-low frequncy (f) AC, and (d) low f AC 
cycle with variable PDC. Black Line: TCAD simulation, symbol: measured data.  

Fig. 8. TCAD modeling of UF-MSM measured ΔVT of the D1 device showing (a) recovery at 0V reccovery bias, (b) recovery bias dependence, (c) stress-time 
dependence, and (d) recovery bias dependence after short stress time of 100ms. Line: TCAD simulation, symbol: measured data. 

Fig. 5. TCAD modeling of DCIV measured (a) time kinetics of 
ΔNIT, (b) field dependence of ΔNIT at different temperatures after 
fixed stress time of 1Ks for the D1 device. Line: TCAD simulation, 
symbol: measured data. 

Fig. 7. TCAD modeling of UF-MSM measured ΔVT of the D1 during (a) stress 
time kinetics at mixed stress voltage/temperature (VG-STR/T), (b) VG-STR 
dependence of fixed time ΔVT at different T. Line: simulation, symbol: measured 
data.  
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Fig. 10. 3D isometric view of FinFET showing (a) device structure, generated traps in the fin area using the RD and the RDD model at the end of (b)1Ks stress, (c) 
1Ks recovery, charge trapping in the fin area using ABDWT model at the end of (d)1Ks stress, (e) 1Ks recovery. Corresponding time kinetics is shown during (f) 
stress, and (g) recovery. 
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Abstract: A stochastic simulation framework is proposed for Time 

Dependent Dielectric Breakdown (TDDB), comprising of Reaction-

Diffusion-Drift (RDD) model for generation of bulk traps and cell-

based percolation model for initiating breakdown. Stochastic, and 

computationally lesser expensive deterministic implementations of 

RDD model are shown as identical. Trap time kinetics calculated 

from the latter, with variation in one parameter for stochasticity, 

is used in the percolation model. The framework provides a 

physical justification for trap time kinetics change as oxide 

thickness (TOX) is varied. Model is validated using measured data 

from published sources. The framework can consistently explain 

TOX dependence of Weibull distribution slope () and time to 

breakdown (tBD) mean at different stress gate bias (VG) and 

temperature (T).       
 
 

Introduction: TDDB is attributed to formation of a percolation 

path by generated gate insulator traps (NOT) during gate stress 

at chosen VG / T, and resulting sudden increase in gate leakage 

[1]. The underlying physical processes for TDDB are stochastic 

in nature, tBD shows a Weibull distribution with slope , which 

reduces non-linearly as TOX is scaled (Fig.12, compilation from 

[1]-[4]). Voltage Acceleration Factor (VAF), or the slope of VG 

dependence of mean tBD, reduces at higher T (Fig.13) [5], [6] 

but increases as TOX is reduced (Figs. 14, 15) [6], [7]. The 

existing modelling efforts are addressed towards percolation 

framework (using analytically computed trap kinetics) [1], [8], 

and impact of T and TOX on VAF [9]-[11]. The non-linearity of 

Weibull  versus TOX is not explained.  
 

TDDB simulator: This work proposes a simulation framework, 

with RDD model for trap generation and cell-based percolation 

model for breakdown, Fig.1, and can explain key experimental 

features (Figs. 12-15). In RDD model, dissociation of Hydrogen 

(H) passivated defects is triggered at a stress VG / T, released H 

atoms diffuse and react to dissociate other defects and release of 

molecular H2 and ionic (H2
+, OH–) species; diffusion / drift of 

these species governs long-time kinetics of NOT (~ dissociated 

defects), Fig.2. Forward / reverse reaction rates for atom (KF1 / 

KR1), molecule (KF2 / KR2) and ion (KF3 / KR3), diffusivities of H 

and H2 and drift of H2
+, OH– are Arrhenius T activated, KF1 and 

KF3 are the only adjustable parameters and determine magnitude 

and long-time slope (n) respectively of the NOT time kinetics. 

RDD model is implemented by Gillespie Stochastic Simulation 

Algorithm (GSSA) [12], [13], Fig.3. A deterministic version by 

solving partial differential equations [14] is also used. The cell-

based percolation framework, Fig.4, is same as [8], however, it 

uses NOT kinetics as per RDD model, with TOX dependent n.   
 

Stochastic RDD model: 3-D simulation domain is divided into 

cells, and consists of gate insulator and backend. Precursors are 

randomly assigned to channel/gate insulator interface cells (1st 

interface, generation of atoms) and in cells in one plane inside 

gate insulator (2nd interface, generation of molecules and ions). 

Reaction (forward/reverse for 3 cases), 3-D diffusion / drift for 

3 species and lock-in / un-lock in (for molecule) give a total of 

26 events. GSSA generates 2 random numbers, to select one of 

the 26 events (based on their individual propensities), and time 

stamp for next event (based on the inverse of total propensity), 

Fig.3. The selected event is executed, propensities and time are 

updated, and loop is iterated till stipulated time. Areal density 

of generated traps at both interfaces is converted into a volume 

density of traps and feed into percolation model - an equivalent 

deterministic model is validated with stochastic results (mean) 

and is used to reduce execution time (since stochastic model is 

computationally expensive, especially for long stress time). KF1 

is related to stress VG / T, random variation in KF1 (around a 

mean) for the deterministic model reproduces stochasticity, and 

reduction in KF1 after stress initiates recovery. Measured mean 

tBD at various VG / T across TOX is used to validate RDD model.    
 

Percolation model: 3-D simulation domain (gate insulator) is 

divided into cells. Traps generated at a constant rate (~ slope n) 

is randomly placed in these cells, time is noted, and formation 

of percolation path (from channel to gate) is checked; procedure 

is repeated in time till a path is formed (multiple configurations 

are considered for breakdown), Fig.4. tBD area scaling (see [1]) 

is used to validate the percolation framework.     
 

Results: The ion to molecule ratio (adjusted by KF3) determines 

n during stress and fraction remaining (FR) during recovery of 

simulated NOT time kinetics. Molecule (Fig.5) and ion (Fig.6) 

dominated (after 2nd interface reaction) systems show n / FR of 

~ 0.17 / 0.8 and ~ 0.5 / 1 respectively, intermediate n (~ 0.3) is 

obtained with mixed molecule-ion system (Fig.7), their ratio is 

varied to obtain varying n / FR between two extremes (Fig.8). 

Figs. 5-7 show individual stochastic simulations, their mean and 

deterministic simulation, similarity of the two implementations 

is shown in Fig.8. Location of particles from a single stochastic 

simulation shows symmetrical (asymmetrical) vertical distance 

covered for molecules (ions) during recovery (Fig.9). Drift of 

ions during stress but diffusion after stress (in absence of 

electric field) result in this asymmetry, and lack of recovery 

after stress for ion dominated system (Fig.6).  

Validated deterministic RDD model is used to generate NOT 

time kinetics at different VG, showing power law dependence at 

long-time (Fig.10). Two different VAF definitions are used, one 

(VAF-TDDB) to attain a particular NOT related to critical trap 

density for breakdown (NBD), other (VAF-FT) governs spacing 

between curves at fixed time; at long time (relevant for TDDB), 

both are related by n (VAF-TDDB = VAF-FT / n). Percolation 

simulation results in Weibull distribution for tBD (Fig.11), with 

mean tBD dependence on VG / T (RDD model) and  related to n 

( = n * TOX /a0, with a0 being cell dimension, Fig.4, as in [8]).  

Non-linear reduction of  with TOX scaling is modeled using 

monotonic reduction in both n and a0 (Fig.12). Variation of n in 

the range of ~ 0.5 to 0.25 for TOX scaling (~ 11nm to 1nm) can 

be reproduced by ion dominated to mixed molecule-ion RDD 

simulations. Presence of larger ion proportion at thicker TOX is 

presumably due to higher stress VG (~ higher energy of injected 

electrons and holes in the gate insulator) during TDDB stress.   

RDD model is quantified by modeling measured mean tBD as 

a function of VG at different T for 2 different TOX (Fig.13), and 

tBD versus VG at different TOX (Fig.14). KF3 is varied to obtain n 

for a particular TOX (as per Fig.12). KF1 is calculated by Eq. (1), 

Fig.2; polarization factor  (fixed value for all TOX) necessitates 

the modeling of T dependence of VAF [9]. A fixed VAF-FT is 

able to reproduce increase in VAF-TDDB at lower TOX (Fig.15) 

due to reduction in n (consistent with  versus TOX variation).  
 

Conclusions: RDD model provides a physical justification for 

n reduction at lower TOX, to explain key experimental TDDB 

features as reduction in Weibull  and increase in mean TDDB-

VAF at lower TOX. Equivalence of stochastic and deterministic 

RDD models imply the latter is useful for long-time simulation, 

for mean tBD calculation at different VG and T. 
 

References: [1] Degraeve, TED,1998. [2] Wu, TED, 2002. [3] Stathis, IEDM, 
1998. [4] Nicollian, IEDM, 2006. [5] Wu, JAP, 2013. [6] Wu, TED, 2009. [7] 

Wu, IRPS, 2009. [8] Nigam, IRPS, 2009. [9] McPherson, IEDM, 1998. [10] 

DiMaria, JAP, 1995. [11] Alam, TED, 2002 [12] Gillespie, J. Phys. Chem, 
1977. [13] Kumar, TED, 2020.  [14] Samadder, TED, 2021. 
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Fig. 8: Correlation of slope and 

recovery for different ion to 

molecule ratio from stochastic 

mean and deterministic simulation. 

Reproduced from [11] 
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Fig. 13: Mean time to failure (TBD) at different stress voltages (VG) 

and temperatures for (a) a thin (2.15nm) oxide under substrate 

injection mode of a PMOS capacitor. Data from [5]. (b) for a thick 

oxide (Tox=6.2nm) in PFET accumulation. Data from [6]. 

Fig. 9: Location of particles in the backend of structure during 

recovery for two different time stamps (a) symmetrical location 

of molecular species along the vertical direction (b) asymmetrical 

location of ionic species along the vertical direction. 

Fig. 7: Stochastic individual and 

mean stress kinetics having time 

exponent of ~ 0.3, matched with 

deterministic RDD model for 

mixed molecule - ion case. 
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Fig. 11: Percolation model 

simulated Weibull CDF for 

different stress voltages (VG) for 

2.66nm oxide. Data from [2]. 
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Fig. 2: Schematic of RDD model 

chemical equations showing hole 

assisted release of atomic 

hydrogen, it’s dimerization into 

molecular hydrogen and 

generation of ionic species. 

 

Fig. 5: Stochastic individual and mean time kinetics, matched with 

deterministic RDD framework for only molecule case during (a) 

stress, time exponent ~ 0.17 (b) recovery, fraction remaining ~ 80%. 
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Fig. 1: Schematic of TDDB 

simulator- Percolation model 

produces tBD distribution while 

RDD model calculates bulk trap 

kinetics to explain various 

dependencies as listed at bottom. 

0
4

8
12

16
20 0

10

2 0

3 0

4 0

5 0
0

50

100

150

200

250

300

Width
 (nm

)

H
e

ig
h

t (n
m

)

Length (nm)

Recovery

 10s

 40s

Fig. 10: RDD model simulated 

bulk trap (ΔNOT) kinetics at 

different stress voltages (VG) for 

4.2nm oxide. Data from [6] is 

area scaled to 9x10-6 cm2
.
 

Fig. 12: (a) Oxide thickness (Tox) dependence of cell size (a0) 

and bulk trap slope (n). (b) Oxide thickness (Tox) dependence of 

Weibull slope () from various literatures (see legend) 

 

 

Fig. 4: Schematic of KMC 

percolation model showing trap 

generation at a constant rate n and 

breakdown time tBD calculation 

once percolation path is formed. 

Fig. 14: Mean time to failure 

(TBD) versus stress voltage (VG) 

for various oxide thickness 

(Tox). Data from [6], [7]. 

Fig. 3: Stochastic RDD model 

implementation using Gillespie 

stochastic simulation algorithm 

(SSA). Individual propensities 

related to a process are 

indicated in brackets. 

 

 

 

Fig.15: Power-Law and Fixed 

Time (FT) VAF dependence on 

oxide thickness (Tox) from 

literatures. Data from [7]. 

 

Fig. 6: Stochastic individual and mean time kinetics, matched with 

deterministic RDD framework for only ion case during (a) stress, 

time exponent ~ 0.5 (b) recovery, fractional remaining ~ 100%. 
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Abstract: Circuit Aging Reliability Analysis Tool (CARAT), a 
framework that calculates random activity (frequency and duty) 
aware degradation of FETs to simulate circuit aging under real 
operating workloads is proposed. Bias Temperature Instability 
(BTI) and Hot Carrier Degradation (HCD) induced degradation  
of FETs is calculated in a cycle-by-cycle manner based on actual 
terminal waveforms grabbed from SPICE. Framework capability 
is demonstrated by using Level Shifter (LS) under random data-
path activity, and Ring Oscillator (RO) under Dynamic Voltage 
Frequency Scaling (DVFS) conditions. The risk associated with 
standard blanket approach is discussed.  
 

Introduction: NBTI and HCD remain as key reliability concerns 
in FETs [1], [2], thereby affecting various circuits [3]. Circuit 
aging can be estimated by assigning a blanket number to all FETs 
(DC, or AC with some pre-defined duty). Alternatively, activity 
awareness can be found using an Age-based approach [4], which 
relies on finding an effective duty and suitable compact models 
for FET degradation. Finding effective duty can be challenging 
under realistic data-path workloads, more so under DVFS, while 
compact modelling is a challenge for BTI due to recovery, which 
is complex in nature. The presence of Self Heating (SH) further 
complicates the effective duty approach [5], since it depends on 
the actual number of on/off transitions.  

CARAT uses cycle-by-cycle simulation to determine BTI and 
HCD in FETs. BTI is calculated by a physics-based BTI Analysis 
Tool (BAT) [6]. Hot-carrier Empirical Analysis Tool (HEAT), a 
compact model including time transformation concept is used for 
HCD (since it has no recovery) [7]. In our earlier work, CARAT 
is used to analyse large SRAM array under actual workloads [8]. 
In this work, the working of CARAT is described, with examples 
to demonstrate the need for cycle-by-cycle analysis. 
 

Framework description: CARAT presently is a standalone tool 
that invokes SPICE, Fig.1. It requires circuit Netlist and Model 
Cards for FETs. For this work, we used HSPICE [9] and BSIM-
CMG model [10] for FinFETs (calibrated with device data [11]). 
It has a fully automated Control Framework that runs HSPICE, 
grab terminal waveforms and temperature (T) due to SH for each 
FET (Grabber), shape waveforms (Pulse Shaper) suitable for BTI 
and HCD analysis, Fig.2 (a), runs BAT and HEAT for short time 
(e.g., 1s), extrapolate (Extrapolator) short-time individual FET 
degradation to End-of-Life (EOL), update (MC Updater) Model 
Cards of each FET, runs HSPICE, and compare initial and final 
runs. It handles process variability, BTI and HCD variability, by 
having individual BSIM, BAT and HEAT ModelCards for each 
FET. The extrapolation can be done at one go or in several loops 
(with intermediate CARAT runs) to EOL. Only VT-shifted aging 
is used at present (VT: threshold voltage), although other model 
parameters can also be aged in the MC Updater module (by using 
suitable correlation between different parameters [11]).  

Grabbed cycle-by-cycle waveform is shaped as trapezoidal on 
/off phases for BAT, and staircase transition phases for HEAT, 
Fig.2, a low frequency inverter simulation is used in this case for 
demonstration. Parameters for BAT and HEAT are obtained by 
calibration against device data [6], [7]). BTI is considered for 
PFET (it is negligible for NFET [12]), and HCD for both FETs. 
BTI shows recovery but HCD does not. High frequency inverter 
simulation for short time is shown, with resulting BTI at different 
duty, Fig.3, and HCD at different frequency, Fig.4. BTI increases 
at higher duty but is frequency independent [1], HCD increases 
with larger number of on/off transitions due to higher frequency. 

Extrapolation is done by using iso-bias DC simulation reference, 
after shifting it vertically (Y-axis) over BTI and laterally (X-axis) 
over HCD short-time AC kinetics. A simple time-power law is 
not accurate for projection to EOL (as is usually done [13]), since 
the actual kinetics is substantially different. FET ModelCards are 
updated, HSPICE is run again, and pre- and post- aging runs are 
compared, Fig.5. In this case, rising edge is more degraded than 
falling edge, since PFET has both BTI and HCD and NFET has 
only HCD. Standard inverter-based RO simulations show similar 
BTI across different stages (BTI is frequency independent), but 
higher HCD for lower number of stages (higher frequency and 
number of transitions), Fig.6, consistent with measurements [14].      
 

Activity analysis: A LS circuit, Fig.7, is used. Table-I lists short 
time BTI and HCD degradation of all FETs, under different data-
path like random activities, Fig.8. All cases have effective 50% 
duty for 1s simulation time: (A) is simple stress and recovery, 
(B) and (C) are AC with different frequency but same duty (only 
a fraction of the entire pulse duration is plotted), (D) through (F) 
have mixed frequency-duty combinations. Due to difference in 
bias rail (VDD), in general, FETs M1-M5 degrade lower than M6-
M10. However, for any particular waveform, the BTI and HCD 
of different FETs can be similar or different, hence assignment 
of a single value (based on VDD) is ineffective. In spite of same 
effective duty, for Case-A, BTI is highest (longest on/off phases) 
but HCD is lowest (lowest number of transitions), while Case-C 
HCD is highest (maximum number of transitions) and BTI is 
lowest (shortest on/off phases) among different cases studied. All 
other waveforms are in between these two, and BTI and HCD are 
respectively determined by sequence and duration of subsequent 
on/off phases and number of transitions. This makes the effective 
duty approach ineffective. 
 

DVFS analysis: RO (7-stage) is subjected to different DVFS like 
VDD waveforms, Fig.9, and resulting BTI and HCD degradation 
are obtained, and compared to standard analysis using minimum, 
average and maximum VDD (of DVFS waveform) for the entire 
duration. Actual case degrades differently from standard analysis 
and cannot be reproduced by taking the mean (of maximum and 
minimum) VDD simulations or from average VDD simulations. It 
is challenging to reproduce DVFS like scenario with an effective 
VDD approach.    
 

Conclusion: Realistic data-path like input waveforms and DVFS 
pose severe challenges for circuit simulation. Such situations are 
not representable by an equivalent duty and VDD simulations, and 
therefore, cycle-by-cycle simulations are required. The proposed 
CARAT framework achieves the same. Due to lack of recovery, 
a suitable compact model can handle HCD under arbitrary time / 
VDD segments. Compact model development is very challenging 
for BTI due to the presence of recovery, which can become very 
complex under arbitrary time / VDD segments. Hence, a physical 
framework, BAT, is used. The entire CARAT framework is fully 
automated and implemented in parallel mode that significantly 
reduce run time. At present it is a standalone tool, integrating it 
inside SPICE  would reduce the file size limitations (for grabbed 
waveforms) and further improve the runtime.  
 

References: [1] A. Rahman, IRPS, 2017 [2] Qu, EDTM, 2017,[3] Mahapatra, 
IRPS, 2014, [4] Mishra, TED, 2019,[5] Thirunavukkarasu, TED, 2019, [6] N. 
Parihar, TED 2018, [7] U. Sharma, TED, 2019 [8] Van Santen, IRPS 2020 [9] 
Synopsys HSPICE M-2017.03, [10] BSIM-CMG manual, 103.0, [11] S. Mishra, 
TED 2019, [12] S. Ramey, IRPS 2013, [13] B. Tudor, ICSICT 2010[14] A. 
Kerber, EDTM 2017 
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Fig.7. Schematic of Level Shifter Circuit used 
to demonstrate activity aware degradation of 
transistors with CARAT. 

Fig.5. Input and output waveforms without and with 
aging, showing delay in (a) rise time and (b) fall time for 
Inverter. 

Fig.6. BTI and HCD degradation for 
different Ring Oscillator stages at 1μS 
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HSPICE Run 
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Pulse-Shaper 
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(Aged Modelcard) 
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Fresh 
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Fig.1. Schematic illustration of CARAT 
simulation flow (Control Framework). 

Fig.2. (a) BTI and HCD pulseshaped waveforms (hspice 
extracted coincides with HCD) (b) CARAT simulated 
ΔVT-BTI and ΔVT-HCD time kinetics for two cycles. 

Fig.3. BTI extrapolation for 50% and 90% 
duty input waveform, with AC simulation till 
1 μS and extrapolation to 10 years. (Inset: 
BTI Extrapolation step from DC to AC at 1uS 
plotted). 

Fig.4. HCD extrapolation for 1GHz and 
2GHz frequency input waveform, with AC 
simulation till 1 μS and extrapolation to 10 
years. (Inset: HCD Extrapolation step from 
DC to AC at 1uS plotted). 

Table-1. Degradation of transistors obtained for input waveforms shown in Fig.6 indicating 
activity aware degradation of transistors in Level Shifter. All simulations done till 1μS with ΔVTH 
values corresponding to BTI and HCD in Volts. 
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Fig.8. Input waveforms used to demonstrate activity 
aware degradation of transistors with CARAT. 
(Waveform B and C although only shown upto 20nS 
in the figure are repetitive and applied for 1μS.) 

Fig.9. Schematic of DVFS waveforms (top) and resultant degradation in (V) 
of each FET in 7-stage RO with CARAT, min, max and average analysis. 
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Trap and Self-Heating Effect Based Reliability Analysis to Reveal Early Aging Effect in Nanosheet FET 
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VLSI Design and Nano-scale Computational Lab, Electronics and Communication Engineering Department, PDPM-IIITDM Jabalpur, 
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Abstract: The reliability of the CMOS devices is severely affected 

due to the presence of interface (Si-SiO2) trap charges and self-

heating effect (SHE). In this paper, we investigated the trap and 

temperature-dependent performance barrier and aging issues in 

Nanosheet FET (NSFET). Through extensive TCAD simulations, 

we found that: a) the type (donor/acceptor) and concentration of the 

trap charge significantly modulate the device's threshold voltage 

(Vth); b) the location of the trap charges around the conduction band 

(CB) and valence band (VB) plays a crucial role; c) the performance 

degradation is observed in NSFET due to the ambient temperature 

(TA) and SHE; d) the trap assisted SHE significantly affects the 

performance metrics viz ION, IOFF, subthreshold slope (SS); e) the 

overall effect dominantly alters the Vth shift of the device, resulting 

in device aging. Hence, the analysis of trap assisted SHE by varying 

the ambient temperature is essential for reliable NSFET operation.  

Introduction: To achieve higher device density, the downscaling of 

the device dimensions leads to the evolution of the semiconductor 

industry from planar devices to non-planar devices like gate-all-

around FET, FinFETs, etc. [1]-[2]. Among all the promising 

candidates, the Nanosheet FET has gained significant popularity as 

a potential high-performance sub-5nm node device due to the higher 

drive current, improved electrostatic integrity, immune to short 

channel effects, and FinFET compatible layout [3]-[4]. However, 

the confined geometry of the NSFET is severely influenced by the 

performance barrier parameters like trap charges, self-heating 

effect, temperature, etc., which draw attention to research. The 

interface trap charges and induced SHE primarily affects the Vth of 

the device, which is an essential device design parameter. The shift 

in Vth can be used to decide the aging of the device, i.e., end of life 

(EOL) when Vth is shifted by ~50mV. The key contribution of work 

is:  (i) the impact of interface trap charge in the Si-SiO2 interface is 

investigated by considering both donor and acceptor traps 

separately; (ii) the significance of the location where the trap 

charges lie in the energy bandgap (Eg) or around CB/VB is studied; 

(iii) the investigation of the influence of ambient temperature and 

SHE induced performance degradation with the presence of traps; 

(iv) evaluation of the aging effect (ΔVth=50mV) for deciding the 

optimal reliability of the device.   

Device Structure and TCAD Setup: The vertically stacked three-

sheet NSFET (Fig.2a-b) is considered a baseline reference for the 

trap and SHE analysis using Sentaurus TCAD [5]. The source/drain 

(S/D) pads and channel regions are uniformly doped. The Gaussian 

doping is used in the extension region for realistic operation. The 

device parameters used in the simulation are mentioned in Table-I. 

Fig.2c shows the transfer characteristics (IDS-VGS), showing a good 

match in TCAD and experimental data [6]. The conventional 

drift/diffusion (DD) model is used to capture the carrier transport in 

the simulation setup. The density gradient model was invoked to 

capture the spatial and electrostatic quantum confinement in the 

5nm thick channel region. The modified local density 

approximation model (MLDA) is incorporated to consider the 

carrier distribution near the oxide/silicon interface. The IAL 

mobility model governs the surface roughness scattering effect on 

mobility. The Slotboom and SRH models are used to capture the 

doping/temperature-dependent bandgap and recombination, 

respectively. Further, the coupled hydrodynamic and 

thermodynamic models are used to capture SHE-induced thermal 

degradation.  

Results and Discussion: This work investigates the influence of 

interface trap charges and SHE-induced thermal effect on NSFET 

aging. In NSFET, the channel regions are surrounded by the low 

thermal conductivity material, i.e., SiO2, which confines the heat 

flux in the channel direction (Fig.3a). This causes an increase in the 

lattice temperature, resulting in SHE-induced performance 

degradation (Fig.3b). To investigate the impact of interface trap 

charges, we considered both donor and acceptor traps at the Si-SiO2 

of each channel in NSFET (Fig. 1). The location where the trap 

charges lie, i.e., either in between the Eg, above CB, or below VB, 

plays a vital role (Fig.4). The shift in location is fixed by the Fermi 

potential, i.e., 𝜑𝐹 = 𝑘𝑇 𝑞⁄ 𝑙𝑛(𝑁𝑐ℎ|𝑛𝑖). The acceptor traps become 

negatively charged below the Fermi Level (FL) and neutral above 

the FL. Thus, the acceptor traps near the CB edge reduce the Vth 

(Fig.4a-c). In contrast, the donor traps become positively charged 

above the FL and neutral below the FL. Therefore, an opposite trend 

in Vth is observed with donor traps (Fig. 4d-f). These position-

located trap charges shift the Vth and alter other parameters like ION 

and SS. The peak energy density of the traps follows the Gaussian 

distribution with a standard deviation (σ) for the donor and acceptor 

traps. By keeping the fixed trap concentration and σ, the impact of 

SHE by varying the ambient temperature has been analyzed (Fig.5). 

The increase in temperature shows a significant shift in Vth 

compared to the baseline (BL) case, i.e., at room temperature 300K. 

As the ambient temperature increases from 250K to 400K, the Vth 

shift is more pronounced in the acceptor trap case (Fig.5a-b), 

whereas the donor trap causes higher SS (Fig.5c-d). In addition, the 

concentration of the trap charges has a significant role as it alters the 

overall channel charge. Thus, the peak concentration of the trap 

charges varies from 1011 to 1013 cm-2 (Fig.6a-f), keeping the location 

fixed, i.e., donor at CB and acceptor trap at VB edges, respectively. 

With an increase in acceptor trap concentration, the OFF current 

improves significantly, which results in a promising improvement 

in the ION/IOFF ratio, and threshold voltage. However, for the donor 

trap, the effective charge concentration in the channel region 

enhances significantly which deteriorate the overall NSFET 

electrical characteristics.  Further, the combined impact on the 

NSFET performance will provide an optimal design guideline to 

detain the early aging of the device. Fig. 7(a-e) shows the trap and 

temperature-assisted reliability analysis of the NSFET, showing the 

acceptor trap charges are more susceptible to the EOL variation as 

compared to the donor trap charge.  

Conclusions: In this work, using well-calibrated TCAD models, we 

comprehensively analyzed the impact of trap charges and SHE-

induced thermal degradation in Nanosheet FET. Both the traps, i.e., 

donor and acceptor, have been considered separately and 

investigated the effect of their location and concentration. When the 

ambient temperature varies under the circumstances of interface trap 

charges, the impact becomes more severe. Thusly, trap and 

temperature-induced Vth shifts occur, which results in end-of-life 

(EOL). Hence, a proper investigation of these performance barrier 

parameters is worthy to achieve optimal NSFET performances.  

Acknowledgment: N. Bagga greatly acknowledge the support obtained 
from PDPM-IIITDMJ (project no. IIITDMJ/ODRSPC/2022/88) 
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device’s performance (a-c). However, as donor trap concentration increases, the extra

charges are accumulated in the active channel region which will decrease the Vth (f) and

causes deteriorates the NSFET performances (d-f).

Trap and Self-Heating Effect Based Reliability Analysis to Reveal Early Aging Effect in Nanosheet FET 

Obj.1: Impact of Trap Energy Location

Obj. 3: Impact of Trap Concentration 

Fig.1. A three-stacked Nanosheet FET containing the

random traps at the Si-SiO2 interface.

Fig.5. Consideration of SHE with varying ambient

temperature effect for fixed trap concentration and location

(acceptor [donor] traps taken at VB [CB] edges). (a-c) IDS-

VGS characteristics showing that donor traps are prone to

temperature effect as they provide extra charges in CB and

thus increases the IOFF; however, the impact is less when

acceptor traps are considered. (c-d) change in Vth and SS

with temperature.

Fig.7. Impact of increasing the

trap concentration, trap energy

location, and trap assisted SHE

deteriorates the EOL for donor

[acceptor] trap. Acceptor traps

are more susceptible to these

variations.

Fig.2.(a-b) 3D and cross-sectional view of

the baseline Nanosheet FET used for TCAD

calibration; (c) TCAD model calibrated IDS-

VGS with Exp. data [6]; The parameters used

in the simulation are mentioned in Table-I.

Obj. 2: Analyzing the

impact of ambient

temperature with SHE

for fixed traps at fixed

location.

Obj. 3: Impact 

of variation in 

trap 

concentration 

on device 

performance. 

Obj. 1: Impact of Donor

and Acceptor traps and

their location with

respective conduction

and valance bands,

defining the barrier in

performance of NSFET.

(a)

.

0

20

40

60

80

100

120

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
10-10

10-9

10-8

10-7

10-6

10-5

10-4
VDS= 0.7V

VDS= 0.05V

D
ra

in
 C

u
rr

en
t,

 I
D

S
 (
m

A
)

D
ra

in
 C

u
rr

en
t,

 I
D

S
 (

A
)

Gate Voltage, VGS (V)

Symbol: Exp. Data

Line:  Sim. Data

Lg= 12 nm

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
10-10

10-9

10-8

10-7

10-6

10-5

10-4

D
r
a

in
 C

u
r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

 EV+1.5

 EV+1.3

 EV+1.1

 EV+1.0

 EV+0.8

 EV+0.6

 EV+0.4

 EV+0.2

 EV

 EV-0.2

 EV-0.4

 BL

Acceptor Trap

No= 1e12 cm-2

s= 0.2 eV

VDS = 0.7 V

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

10-9

10-8

10-7

10-6

10-5

10-4

VDS = 0.7 VD
r
a
in

 C
u

r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

 EC+0.2

 EC

 EC-0.2 

 EC-0.4

 EC-0.6

 EC-0.8

 EC-1.0

 EC-1.1

 EC-1.3

 EC-1.5

 BL

s= 0.2 eV

No= 1e12 cm-2

Donor Trap

-0.5 0.0 0.5 1.0 1.5
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

EC

s= 0.2 eV

No= 1e12 cm-2 IOFF

 ION

Energy (eV)

I O
F

F
 (

n
A

)

VDS = 0.7 V

EV

Acceptor Trap

68

70

72

74

76

78

80

82

I O
N
 (
m

A
)

76

77

78

79

80

81

82

83

EC

VDS = 0.7 V

  SS 

  Vth

Energy (eV)

S
S

 (
m

V
/d

e
c
)

No= 1e12 cm-2

s= 0.2 eV

EV

Acceptor Trap

0.24

0.25

0.26

0.27

0.28

0.29

V
th

 (
V

)

76

78

80

82

84

EV

  SS

  Vth

Energy (eV)

S
S

 (
m

V
/d

e
c
)

Donor Trap

EC

No= 1e12 cm-2

s= 0.2 eV

VDS = 0.7 V

0.25

0.25

0.26

0.27

0.27

0.28

0.29

V
th

 (
V

)

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5
  IOFF

  ION

Energy (eV)

I O
F

F
 (

n
A

)

Donor Trap

VDS = 0.7 V
s= 0.2 eV

No= 1e12 cm-2

EC EV

68

70

72

74

76

78

80

82

I O
N
 (
m

A
)

1E11 5E11 1E12 5E12 1E13
20

40

60

80 VGS = 0.7 V

  SS

  Vth

Trap Conc., Nit (cm-2)

S
S

 (
m

V
/d

ec
)

VDS = 0.7 VAcceptor Trap

0.24

0.32

0.4

0.48

0.56

0.64

V
th

 (
V

)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

10-12

10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

 NSFET 1e11 cm-2

 NSFET 5e11 cm-2

 NSFET 1e12 cm-2

 NSFET 5e12 cm-2

 NSFET 1e13 cm-2

 NSFET 0 cm-2D
r
a

in
 C

u
r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

Acceptor Trap

VDS = 0.7 V

0 3x1012 5x1012 8x1012 1x1013

10-12

10-11

10-10

10-9

VGS = 0.7 V

  IOFF

  IOFF/ION

Trap Conc., Nit (cm-2)

I O
F

F
 (

A
)

VDS = 0.7 V

Acceptor Trap

105

106

107

I O
N
/I

O
F

F
 

(a)

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

1E-9

1E-8

1E-7

1E-6

1E-5

1E-4

D
r
a
in

 C
u

r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

 NSFET 1e11 cm-2

 NSFET 5e11 cm-2

 NSFET 1e12 cm-2

 NSFET 5e12 cm-2

 NSFET 1e13 cm-2

 NSFET 0 cm-2

Donor Trap

VDS = 0.7 V

0 3x1012 5x1012 8x1012 1x1013

10-9

10-8

10-7

10-6

VGS = 0.7 V

VDS = 0.7 V

  IOFF

  ION/IOFF

Trap Conc., Nit (cm-2)

I O
F

F
 (

A
)

Donor Trap

102

103

104

105

I O
N
/I

O
F

F
 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
10-11

10-10

10-9

10-8

10-7

10-6

10-5

10-4

VDS = 0.7 V

Acceptor Trap

D
r
a

in
 C

u
r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

 T = 250 K

 T = 275 K

 T = 300 K

 T = 325 K

 T = 350 K

 T = 375 K

 T = 400 K

 BL NSFET

No= 1e12 cm-2

s= 0.2 eV

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

10-9

10-8

10-7

10-6

10-5

10-4

D
r
a

in
 C

u
r
r
e
n

t,
 I

D
S
 (

A
)

Gate Voltage, VGS (V)

 T= 250 K

 T = 275 K

 T = 300 K

 T = 325 K

 T = 350 K

 T = 375 K

 T = 400 K

 BL NSFET

Donor Trap

VDS = 0.7 V

No= 1e12 cm-2

s= 0.2 eV

250 275 300 325 350 375 400
0.00

0.05

0.10

0.15

0.20

0.25

0.30 Acceptor Trap Vth 

 SS

Ambient Temperature, TA (K)

V
th

 (
V

)

No= 1e12 cm-2

s= 0.2 eV

0

30

60

90

120

150

S
S

 (
m

V
/d

e
c
)

250 275 300 325 350 375 400
0.00

0.05

0.10

0.15

0.20

0.25  Vth 

 SS 

Ambient Temperature, TA (K)
V

th
 (

V
)

Donor Trap
No= 1e12 cm-2

s= 0.2 eV

50

100

150

200

S
S

 (
m

V
/d

ec
)

Obj.2: Effect of Ambient Temp. on SHE

Fig.4. Impact of donor and acceptor trap location is investigated. For donor [acceptor]

traps, the location is measured with respect to the conduction [valence] band in the

interval of φF (i.e., Τ𝑘𝑇
𝑞 ln( Τ𝑁𝑐ℎ 𝑛𝑖), where Nch and ni are channel and intrinsic doping.

(a) shows that when acceptor trap location moves towards conduction band (CB), then

threshold voltage (Vth) decreases as the charges does not get any vacant energy state near

the valence band (VB); (d) location of donor traps near the CB, provides extra charges

and thus Vth decreases. (b-c [e-f]) shows ION, IOFF, SS and Vth variation when acceptor

[donor] trap lies in energy gap (EC-EV).
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Parameter Value
Gate Length 12 nm
EOT 0.9 nm
Spacer length (LSP) 5 nm
Sheet Thickness (tCH) 5 nm
Sheet Width (W) 25 nm
Sheet Spacing 11 nm

Calibration of TCAD Setup

Obj. 4: Aging Analysis (EOL)

Fig.3:(a) shows

the hotspot in

NSFET, found at

the channel near

to the drain; (b)

the performance

degradation due

to SHE.
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Abstract— An Activated Barrier Double Well Thermionic Emission 

(ABDWT) model is used to simulate long-term data retention (DR) 

in 3D NAND Flash memory cells. Contribution due to only charge 

De-Trapping (DT) when adjacent cells are at the same charged state, 

and additional contribution due to charge Lateral Migration (LM) 

when adjacent cells are at different charged state are modeled. The 

Temperature (T), Program Level (PL) and Erase-Program Cycle 

(EPC) impacts are studied. Data from published sources are used to 

validate the model, and parameters are listed.      

Introduction: 3D-NAND Flash with Silicon Nitride (SiN) based 

Charge Trap Layer (CTL), Fig.1 [1]-[2], is the latest technology 

for solid-state storage products. Multiple charge storage levels 

are placed in a memory cell to achieve multi-bit capability, at the 

cost of reduced spacing between levels due to the fundamental 

limit of maximum charge storage in CTL. DR is a key reliability 

issue, resulting in charge loss from a given PL and shifting of the 

Cell VT Distribution (CVD) towards lower PL (VT: threshold 

voltage). This reduces the spacing between the lower CVD tail of 

a higher PL and upper CVD tail of the adjacent lower PL, 

resulting in Fail Bit Count (FBC) during memory read operation. 

DR is classified into short and long term modes [3]-[4]. Due to 

inherent limitation of long measurement time, long term DR is 

measured at an elevated T over a relatively shorter time (~ hours), 

and models are used to estimate the same at end-of-use (~ years) 

at lower (~ operation) T. Only empirical models are used for the 

same as of today, with uncertainties in the model parameters (e.g., 

the use of different Arrhenius T activation energy (EA) values for 

different PL) [3]-[5]. In this work, a physics-based ABDWT 

model [6] is invoked to do the same, with consistent values of 

model parameters.   
 

Overview of DR mechanisms: Charges stored in CTL during the 

programming phase can reduce in time due to multiple processes, 

Fig.2 [5]: (1) the charges can de-trap (DT), (2) due to continuous 

CTL throughout the bit-line, the charges can migrate between the 

adjacent cells when they are not at same PL (LM), (3) generation 

of traps in the Tunnel Oxide (TO) after multiple EPC can result 

in charge loss via Trap-Assisted-Tunneling (TAT), although this 

mainly affects CVD tails and more so after higher number of EPC 

steps, and (4) Vertical Redistribution (VR) of charges inside CTL 

of a cell, mainly impacting short-term DR. This work focuses on 

long-term DR (so VR is ignored) due to DT and LM (TAT is not 

considered as only median of the CVD is modeled).               
 

Model details:  ABDWT model, Fig.3 [6], is used for calculating 

the time kinetics of changes in cell VT (VT) due to DT and LM 

(handled separately, total VT is the sum of individual models). 

The model has two stable energy states, E1 and E2, separated by 

an energy barrier EB. The barrier has a Gaussian distribution in 

energy, with T activated mean (EB_MEAN) and spread (EB_SPREAD) 

with activation energy EA_MEAN and EA_SPREAD respectively. Once 

the cell is programmed, charges in the CTL are considered to be 

in the E1 state. The charges in CTL set up an electric field (EOX) 

across TO, blocking oxide (BO), and between adjacent cells in 

the bit-line when their PL is different. DT is caused by EOX across 

TO (DT across BO is ignored due to its larger thickness), and LM 

is due to EOX between adjacent cells. EOX lowers EB (by Δ) and 

E2 (by m*Δ), Δ = γ*EOX and γ is the field acceleration factor. The 

lowering of EB triggers over-the-barrier thermionic emission and 

charge transfer from state E1 to state E2; reduction in charges for 

state E1 is related to DR. N0 is a pre-factor related to initial trap 

density,  is thermal energy (1/kT), and υ is the attempt-to-escape 

frequency. E1 is the reference level, all energies are w.r.t E1.    
 

Model validation: Fig.4 and Fig.5 show experimental ΔVT from 

[7], at 2 different DR bake T, and for 3 different DR conditions 

at each T: the target cell is fixed at 4V, while adjacent cells along 

the bit-line are at 3V (PPP), 0V (NPN), and –1.5V (EPE), along 

with model calculation, with underlying DT and LM components 

shown in Fig.6. In PPP, the LM has least contribution and DT due 

to EOX across TO dominates. As the neighboring cell VT reduces 

to N and E, LM due to EOX between cells increases but DT stays 

fixed. Both components get activated at higher T. Parameters are 

listed in Table-I, identical values are used for both DT and LM to 

model different experimental conditions. Fig.7 and Fig. 8 show 

experimental ΔVT from [8], for solid (PPP) and checkered (EPE) 

patterns, with target cell at different PL (P2 to P7), along with 

model calculation. In this case, DR experiments are done after the 

cells are subjected to 300 EPC. LM contribution is negligible for 

solid pattern, and it gets triggered in checkered pattern and shown 

in Fig.9. The DT contribution increases for higher PL, however 

for a particular PL, it is kept fixed between solid and checkered 

patterns (i.e., the DT model of Fig.7 is also used for Fig.8). The 

LM contribution increases for higher PL. Parameters are listed in 

Table-II. Except E2, identical values are used for all parameters 

to model DT and LM for different PL. We speculate that the E2 

value is different between DT and LM due to charge accumulated 

in the intercell regions during EPC in these experiments. Some of 

the parameters are slightly different between the two sources of 

data, and is presumably due to structural and material properties 

being different between different production lines.        
 

Conclusion: Long-term DR is successfully modeled with DT and 

LM contributions calculated using the ABDWT framework. DR 

gets accelerated at higher T, from higher PL, and for checkered 

(compared to solid) programming pattern, with more difference 

in PL between the adjacent cells, and all aspects can be handled 

by ABDWT. Importantly, only DT affects DR in the solid pattern 

configuration, and identical DT contribution is used for a given 

PL between solid and checkered patterns. Therefore, this physics-

based framework can be used to determine end-of-life DR during 

the product qualification phase.    
 

References:  [1] Micheloni, Proc IEEE, 2017, P. 1609 [2] Raghunathan, 

EDTM, 2020, P.1 [3] Woo, VLSI, 2019, P.T214 [4] Kim, TED, 2020 P. 5472 [5] 

Woo, IRPS, 2020, P.1 [6] Choudhury, JEDS, 2020, P. 1281 [7] Kang, VLSI, 2015, 
P.T182, [8] Mizoguchi, IEDM, 2017, P.19.2.1  
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Fig.1. (a)  Schematic of BiCS memory cell with the highlighted layers of core oxide, poly-
silicon channel, tunnel oxide, charge trap nitride layer, blocking oxide  and the metal gate, 

(b) Schematic showing the stacked word-lines (WLN) and (c) CVD of a triple level cell 

(TLC) flash from state P1 – P7. 
 

Fig.2. (a) Cross sectional explanation of VR, LM, de-trapping and 

TAT mechanism. Schematic of band diagram of charge loss during 

short term retention, (b) vertical charge loss (solid line-before, dash 

line-after), (c) lateral charge loss. Re-created as per [3].  

 ex 

Fig.4. Modeling of Δ VT shifts versus retention time 

under different adjacent cell states (neutral (N), erase (E) 

and program (P)) at 90oC [7]. 

Fig.3. Schematic of ABDWT model with the 

rate equations. 

Fig.7. Modeling of the Δ VT shift during solid 
patterns (PPP) at 85oC with cell state changing from 

P2 state to P7 state [8].  

 

Fig.9. Time kinetics of LM component during  

checkered condition for P2 state to P7 state. 

Fig.6. Component time kinetics   (a) de-trapping and  
(b) LM component at 90o C and 200o C for PPP, NPN 

 and,  EPE condition. 
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DT 
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Table I. ABDWT model parameters for de-

trapping and lateral migration for Fig 4 and Fig 5. 

 

Table II. ABDWT model parameters for de-
trapping and lateral migration for Fig 7 and Fig 8. 

 

Fig.8. Modeling of the Δ VT shift in checkered 

patterns (EPE) at 85oC for target cell state 
changing from P2 state to P7 state [8].  

 

Fig.5. Modeling of Δ VT shifts versus retention 
time under different adjacent cell states (neutral 

(N), erase (E) and program (P)) at 200oC [7]. 
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An Atomistic Modelling Framework for Valence
Change Memory Cells
M. Kaniselvan, M. Luisier, and M. Mladenovic

Integrated Systems Laboratory, ETH Zurich. Email: mkaniselvan@iis.ee.ethz.ch

Introduction - Neuromorphic computing units require the
development of solid-state synapses that are often realized in
the form of devices with adjustable conductance. Amongst
such devices are valence change memory (VCM) cells. These
are two-terminal metal-oxide-metal stacks across which applied
voltages can drive the creation of oxygen vacancies and their
redistribution into a conductive filament. The resulting conduc-
tance can then be measured with a low readout voltage. VCMs
are both relatively simple to fabricate and exhibit an especially
large dynamic range.

Simulation of these devices is, however, complicated by the
stochasticity of their operation and the atomistic granularity
of their conductance. Electrical currents can be treated with
analytical trap-assisted tunneling models [1–3], but the required
equations are typically derived for single trap energies, and may
not fully describe transport through the inhomogenous defect
distribution in a VCM. Simulating both atomic rearrangement
and realistic transport properties therefore necessitates a more
fundamental level of theory.

Here we present a framework dedicated to modelling VCM.
Our method relies on a stochastic Kinetic Monte Carlo (KMC)
model parameterized with density functional theory (DFT),
followed by ab initio quantum transport simulations, all pre-
formed on the same atomic grid. It thus captures the growth
and dissolution of oxygen vacancy filaments through the VCM
cell and the electrical current that flows through them.

Model - Fig. 1a shows a schematic of the nominal VCM cell
considered: an amorphous HfO2 oxide with TiN electrodes. The
oxide is generated by subjecting a block of monoclinic HfO2 to
a melt-cool-anneal process [4], and subsequently relaxing the
atomic positions using the cp2k code [5]. TiN electrodes are
then attached along the transport direction.

Oxygen vacancy (V+2
O ) and ion (O–2) rearrangements under

an applied voltage (Vapp) are modelled with an in-house
KMC code. In this method, an event is selected once per
time step from the set of every vacancy/ion pair generation,
recombination, and diffusion process in the oxide. The selection
probability Px

i,j of event ‘x’ between sites ‘i’ and ‘j’ is

Px
i,j ∝ exp

(
–

Ex
A – Ei,j

kBT

)
, (1)

where Ex
A is the zero-field activation energy of event x. These

energies are found for amorphous HfO2 through DFT calcu-
lations. We assume a reduced activation energy for vacancy
generation at the active (top) electrode [6]. Subtracted from this
is the energy provided by the applied field Ei,j = q · (ϕi – ϕj),
considering the charge (q) and potential (ϕ) for each pair of
sites involved. Clustered vacancies are presumed conductive
and first set to a charge state of zero (V0

O); ϕ at each site is

then determined by treating the oxide as a network of nodes
across which Vapp dissipates. Events occur until the simulation
timescale reaches the intended duration for which Vapp is
applied. A device snapshot is then generated. Fig. 1b presents
an overview of this model.

To calculate the conductance of each snapshot, we use the
quantum transmitting boundary method as implemented in the
OMEN code [7, 8]. Coherent transport occurs through states
ψ(E), which are found by solving:

(E · Scp2k – Hcp2k – ΣRB(E)) · ψ(E) = Inj(E) (2)

Here, Inj(E) describes carrier injection from the contacts, which
are coupled to the device through ΣRB(E). Hcp2k and Scp2k
are the Hamiltonian and overlap matrices, respectively, as
produced with cp2k for each of the KMC snapshots. Due to the
localized nature of the underlying Gaussian-type orbitals, Hcp2k
and Scp2k have a block-structure representing atomic layers as
pictured in Fig. 1a. The O–2 ions are not included in electronic
structure calculations.

Results - We apply this model to simulate the operation
of a TiN/HfO2/TiN VCM cell with a cross-section of 1.67 x
1.63 nm2, for a total of 2252 atoms. Starting from a structure
with a formed filament (Fig. 2a, left), a Vapp of -2 V is
applied to switch to the high resistance state (HRS, Fig. 2a,
middle). Vapp = 5 V is then applied to the HRS to recover
a low resistance state (LRS, Fig. 2a, right). In each case, the
duration of Vapp is 10 ms. The switching process relies on the
recombination and generation of V+2

O near the active electrode;
recombination caused by the reverse bias creates a tunneling
gap in the filament, lowering the transmission function and thus
the device conductance. A transition back to the LRS occurs
when a sufficiently high Vapp regenerates vacancy/ion pairs in
this gap, aided by the steeper local electric potential in this case
(Fig. 2b). The difference in transmission between these two
states (Fig. 2c) is highest near the conduction band of HfO2,
consistent with the location of V+2

O vacancy defect states at this
energy range [9]. Fig. 3 plots a full switching cycle, showing
both the current (Fig. 3a) and conductance (Fig. 3b) at each
intermediate Vapp. The device has a current hysteresis typical
of VCM, with a conductance ratio of ∼10. The asymmetry
in the Vapp between the HRS and the LRS transitions stems
from the length of the conductive filament being lower in the
initial device than in the final LRS, (see Fig. 2a), and from
the recombination of V+2

O /O–2 being far more energetically
favorable than their generation.

Conclusion - We combined KMC and ab initio quantum
transport on an atomic lattice to model resistive switching in
a VCM cell. This framework will provide insight towards the
optimization of VCM material stacks and geometries.
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Fig. 1: Details on the approach used to model the conductance through a TiN/HfO2/TiN VCM cell under an applied voltage. (a)
A typical metal-oxide-metal structure. The device is partitioned into ’blocks’ of atoms representing the underlying block-structure
of the Hamiltonian (Hcp2k) and overlap (Scp2k) matrices in Eq. 2. (b) Flowchart of the developed Kinetic Monte Carlo model
which determines the state of atomic rearrangement under Vapp. The final snapshot of the device is generated at time tmax. r
represents a random number. Px

i,j is calculated according to Eq. 1.
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Fig. 2: Properties of the high (HRS) and low resistance state (LRS) states of the TiN/HfO2/TiN VCM cell during a single
switching cycle. In (a), V+2

O and O–2 positions along the oxide are shown for (left) the formed filament, (middle) the HRS, and
(right) the LRS. The areas near the active electrode, where the filament length varies most with the Vapp, are indicated with
dashed boxes. (b) Electrostatic potential (ϕ) along the oxide for the HRS (red) and LRS (blue) from (a). The HfO2 oxide spans
from 0 Å to 50 Å. (c) Transmission through the HRS and LRS from (a). The dashed lines indicate the estimated bandgap of
the HfO2 layer.
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Fig. 3: Current (a) and conductance (b) of the device shown
in Fig. 1a during a switching cycle, from the initial filament
(0 V) to the HRS (-2 V) and finally to the LRS (5 V).
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An inner gate as enabler for vertical pitch scaling in macaroni channel 
gate-all-around 3-D NAND flash memory 

 

D. Verreck, A. Arreghini, G. Van den bosch and M. Rosmeulen 
imec, 3001 Leuven, Belgium, email: devin.verreck@imec.be 

 
Scaling vertical cell pitch to increase bit density in 3-D 

NAND flash memories degrades both the cell transistor 
characteristics and the memory operation. Here, we 
therefore investigate an inner gate to mitigate the scaling 
impact in macaroni channel devices. We evaluate several 
scenarios with varying complexity using calibrated TCAD 
simulations: from keeping the inner gate voltage grounded 
to coupling it to the read gate. We find a trade-off between 
improved cell transfer characteristics and program voltage 
determined by the inner gate to read gate coupling ratio. 

NAND flash memories are currently in an era of “happy 
scaling” thanks to the transition from 2-D arrays to 3-D vertical 
strings [1]. In a vertical architecture, all cells on a string are 
fabricated at the same time by the deposition of a layered stack, 
followed by memory hole etch and filling steps. The number of 
cells on a string, and thus bit density, can be increased by adding 
layers to the stack, while keeping the vertical cell pitch relaxed 
to avoid short channel effects. As the memhole aspect ratio 
grows, however, the etch becomes so challenging that vertical 
pitch scaling is again required to limit the total stack height [2]. 
Unfortunately, the loss of gate control associated with the 
reduction of the cell dimensions results in undesirable effects: 
an increasingly negative cell threshold voltage (VTH) and an 
increase in programming voltage (VPGM) [3]. In planar 
structures, a back gate has been proposed to mitigate these 
scaling effects [4]. Here, we study whether a similar principle 
can be applied to 3-D NAND macaroni channel strings by 
replacing the inner oxide with an inner gate (IG). We use 
calibrated TCAD simulations to assess the joint impact on cell 
characteristics and VPGM for various operation schemes. 

The three-gate structure under study is shown in Fig.1(a) 
with a cross-section of the memhole in Fig.1(b) and simulation 
parameters in Fig.1(c). This structure mimics our experimental 
test vehicles, with the addition of an inner gate contact and 
dielectric in the center of the memhole. The inner gate covers 
the entire backside of all three gates. The vertical pitch is scaled 
by varying the gate lengths (LG) and intergate spacings (LIGS). 

The simulations are performed with Global TCAD 
Solutions software [5], which incorporates a jointly developed 
charge trap layer (CTL) memory operation model [3]. During 
program, carriers are injected with a Wentzel-Kramers-
Brillouin tunneling approach and then distributed over the CTL 
according to a Gaussian profile. This model has been calibrated 
to our in-house experimental data [3]. For the read operation, a 
standard drift-diffusion model is employed in the channel layer. 
Since we are interested in relative improvements, we do not 
consider the channel grains here. 

We first simulate the scaling behavior for the reference case 
without an IG, showing a strongly negative VTH shift for the 
smallest pitch dimensions (Fig.2(a)), combined with an 

increased VPGM (Fig.2(b)) and decreased on-current (ION) 
(Fig.2(c)). Fig.3(a) shows that the center gate (CG) loses 
channel control when the side gates are closer, resulting in a 
reduced energy barrier in the subthreshold regime (Fig.3(b)). 
This effect, which we refer to as neighbor-induced barrier 
lowering (NIBL), has a relatively larger impact at shorter LG. 

Next, we assume the IG grounded to 0V. This is the most 
straightforward case to implement, e.g. through a connection 
with the source contact. We find that a VIG of 0V for an EOTIG 
symmetrical to the ONO EOT of 11.5nm has small positive 
impact on the cell VTH relative to the reference case (Fig.4(a)), 
while VPGM is almost unaffected (Fig.4(b)). ION is slightly 
degraded for the larger pitches (Fig.4(c)), as the string 
resistance increases due to depletion by the IG. Reducing 
EOTIG to 5nm increases the positive VTH (Fig.5(a)), while 
keeping VPGM and ION impact limited (Fig.5(b-c)). The band 
diagram along the CG center in Fig.6 explains that VPGM is 
insensitive to VIG because the channel screens the IG potential, 
leaving the electric field over the ONO stack quasi unaffected. 
This remains true even for negative VIG. It also means the IG 
cannot be used to improve programming behavior, and we 
therefore keep VIG=0V during program for subsequent cases. 

In the next scenario, we connect IG to CG during the read 
operation, which results in a significant improvement of VTH 
and ION (Fig.7(a) and (c)). The improvement in VTH goes up to 
4V for the most scaled cases. This is thanks to the double gate 
action of IG and CG. VPGM is strongly increased, however 
(Fig.7(b)). During the read operation, the channel is now turned 
on by both CG and IG and since charge is only programmed in 
the CTL on one side of the channel, its control on VTH is 
strongly reduced compared to the reference case without the IG. 

Finally, we couple IG to CG with a varying ratio 
(VIG=VCG/D), which results in a trade-off between VTH and ION 
on one hand and VPGM on the other (Fig.8(a-c)). The results 
interpolate between the VIG=0V and coupled VIG=VCG cases 
discussed above. Depending on the application, a compromise 
can be found, e.g. for D=2, a 59% VTH improvement is achieved 
at the cost of a 17% VPGM increase. 

We conclude that an inner gate can be used to mitigate 
negative VTH shifts and improve ION in vertically scaled 3-D 
NAND cells at the expense of required programming voltage. 
We found that the trade-off depends on the coupling ratio of 
the IG to the read gate. We showed that an IG has very limited 
impact on the program operation due to channel screening. 

This work was supported by imec’s Industrial Affiliation 
Program for storage memories. 
[1] Alsmeier et al., IEEE Int. Elec. Dev. Meeting., 2020.  
[2] Yanagihara et al., IEEE IMW, 2012. 
[3] Verreck et al., IEEE Int. Elec. Dev. Meeting, 2021. 
[4] Lin et al., IEEE Trans. Elec. Dev. 58, 11, 2011. 
[5] http://www.globaltcad.com/ 
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Fig. 2. Impact of scaling LG, LIGS for the reference device without an IG on (a)
cell VTH of CG extracted at IOFF of 1e-9A/m, (b) VPGM required to reach VTH

of 5V on CG and (c) device current at an overdrive of VTH+2V. 

Fig. 3. (a) Potential contour plots of reference case without inner
gate for varying LIGS at fixed LG. (b) Conduction band profile along
the length of the channel at 1nm from the tunnel oxide interface. 
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Fig. 5. LG, LIGS scaling for device with IG with VIG=0V and EOTIG=5nm.  
(a) VTH difference of CG relative to non-IG case (b) VPGM difference relative
to non-IG case and (c) device current at an overdrive of VTH+2V. 

Fig. 8. Vertical pitch scaling
impact with LG=LIGS for 
VIG=VCG/D and EOTIG=11.5nm. 
(a) VPGM for VTH of 5V, (b) VTH

of CG for IOFF of 1e-9A/m and 
(c) ION at VCG=VTH+2V. D=Inf 
corresponds to VIG=0V. 
 

Fig. 7. LG, LIGS scaling for device with IG with VIG=VCG during read and 
EOTIG=11.5nm. (a) VTH difference of CG relative to non-IG case (b) VPGM

difference relative to non-IG case and (c) device current at an overdrive of
VTH+2V. 

Fig. 6. Energy band diagram along a cutline through the center
of CG for varying VIG during program operation. x=0nm
corresponds to the memhole center. 
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Insights into Few-Atom Conductive Bridging Random Access Memory
Cells with a Combined Force-Field / ab initio Scheme

J. Aeschlimann, M. H. Bani-Hashemian, F. Ducry, A. Emboras, and M. Luisier
Integrated Systems Laboratory, ETH Zürich, Switzerland, e-mail: aejan@iis.ee.ethz.ch

Introduction: Conductive bridging random access mem-
ory (CBRAM) cells are composed of a metal/oxide/metal
structure where the insulating layer can be switched between
a high- and low-resistance state through the reversible growth
of a metallic filament upon application of an external poten-
tial (Fig. 1a). To drive this technology towards its limits,
the device sizes have been scaled down such that only few
atoms are involved in their ON/OFF switching processes
[1]. To increase the device performance and reliability, a
clear understanding of the switching mechanism is needed
at the atomic level. Molecular dynamics based models have
been suggested to investigate the metal migration through the
oxide [2]. Such approaches typically include a subsequent
percolation analysis to identify the ON- and OFF-states.

In this work, we present a model for Ag/a-SiO2 cells based
on force-field molecular dynamics (FFMD). In contrast to ab
initio MD (AIMD) [3], it is possible to simulate time lengths
of several nanoseconds with FFMD, covering full SET and
RESET processes. To determine the resistance state of the
obtained filamentary structures, we then perform ab initio
quantum transport (QT) calculations. Through this scheme,
we benefit from both the computational efficiency of FF-
based methods and the accuracy of ab initio calculations.
With a structural analysis of the oxide, we identify preferred
channels containing wide SiO2 rings through which Ag+

ions migrate during the switching process. We demonstrate
that moving only few atoms in such channels can change the
resistance state by several orders of magnitude.

Approach: Ag/a-SiO2 cells have been created by stacking
two Ag electrodes with a layer of amorphous SiO2 (a-SiO2)
in between. The latter is generated by the melt-and-quench
method [4]. Only samples free from structural defects were
selected to avoid negative impacts (e.g., Fermi level pinning)
on the QT calculations. A truncated cone-shaped filament
made of 50 Ag atoms was inserted into the oxide as a seed,
leaving a gap of 1.2 nm between the electrodes (Fig. 1b).

The FFMD simulations have been performed using Quan-
tumATK S-2021.06 [5] and the moment tensor potential
(MTP) framework [6]. The parameter file was trained using
a set of representative AIMD trajectories performed with
CP2K [7]. The influence of the external electric potential
has been included by modifying the forces with an additional
term

−→
F = q · −→E , where q and E are the atomic charge and

the applied electric field, respectively. The electric field is
evaluated by a generalized Poisson solver [8] treating the
various filament shapes accurately. The charges on the Ag
atoms are assigned based on their coordination number.

For selected structures obtained by FFMD, ab initio QT
calculations have been performed to extract their resistance
state. To do so, the structures were annealed for 0.1 ps
with AIMD. As a next step, the Hamiltonian and overlap
matrices were prepared in CP2K using contracted Gaussian-
type DZVP orbitals as basis set. They were finally passed to
OMEN [9], a quantum transport device simulator.

Results: To verify that the low-resistance state is not
limited by intrinsic defects in the oxide, we first performed
QT calculations of pristine oxide structures with 3 differ-
ent lengths. The conductance decreases exponentially with
longer oxides, indicating that the current is dominated by
tunneling effects and not by structural defect states (Fig. 1c).

FFMD simulations under an applied voltage of +7 V show
the growth of a filament consisting of a single atom chain
towards the counter electrode. After 6.5 ns, the device has
reached its ON-state, exhibiting an ON/OFF resistance ratio
of 4 orders of magnitude with a bridging filament containing
as few as 5 atoms (Fig. 2). Fig. 3a confirms the conductive
nature of the filament. The ON-state is kept during 2 ns
without any applied voltage before the filament is disrupted
by applying -1 V, which pushes the bridging atoms back.

A ring analysis of the SiO2 reveals that the filament growth
path depends on the local silica ring distribution (Fig. 3b).
Similarly to the observation from diffusion studies [10], Ag+

ions require more energy to pass through tighter rings than
looser ones. Hence, the filament particularly forms in regions
of many silica rings containing at least 6 Si atoms, whereas
migration through 5-fold rings could not be observed (Fig.
3c). Hence, a filament can only become a bridging one if it
finds a continuing channel of locally sparse SiO2 regions.

Conclusions: We have developed a model to simulate the
growth and dissolution process of bridging filaments in Ag/a-
SiO2 CBRAM cells using FFMD. Based on a SiO2 ring
analysis, we have identified specific paths through which
Ag+ ions preferably migrate. The resistance states have been
evaluated through ab initio QT methods, pointing out that the
movement of only few atoms can lead to changes of several
orders of magnitude.

References: [1] B. Cheng et al., Nature Comm. Phys. 2, 28 (2019).
[2] N. Onofrio et al., Nature Materials 14, 440 (2015). [3] J. Akola et al.,
Phys. Rev. Mat. 6, 035001 (2022). [4] F. Ducry et al., Nanoscale Adv. 2,
2648 (2020). [5] J. Schneider et al., Modelling Simul. Mater. 25, 085007
(2017). [6] A. V. Shapeev, Multiscale Model. Simul. 14, 1153 (2016). [7]
T. D. Kühne et al., J. Chem. Phys. 152, 19 (2020). [8] M. H. Bani-Hashemian
et al., J. Chem. Phys. 144, 044113 (2016). [9] M. Luisier et al., Phys. Rev. B

74, 205323 (2006). [10] K. Patel et al., Microel. Reliability 98, 144 (2019).
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Fig. 1: (a) Illustration of the switching process occurring in CBRAM cells. The cell is built of two Ag electrodes and an insulating a-SiO2

switching layer in between through which an Ag filament grows and dissolves, depending on the applied voltage. (b) Schematic view of
the investigated Ag/a-SiO2/Ag CBRAM structure. The Ag, Si, and O atoms are displayed as gray, yellow, and red spheres, respectively.
A truncated cone-shaped Ag filament is inserted into the oxide as a seed, leaving a gap of 1.2 nm between the two electrodes. The
cross section measures 2.06 x 2.04 nm2. The blue arrows represent the local electric field the Ag filament atoms are exposed to when an
external potential of +7 V is applied. (c) Electrical conductance (in conductance quantum G0) as a function of the length of the oxide
in pristine Ag/a-SiO2/Ag CBRAM cells. 3 different samples have been considered with 3 different oxide lengths each. The exponential
relationship indicates that the current is dominated by quantum tunneling and not by an intrinsic defect in the oxide. The inset shows the
pristine structure with a gap of 2.1 nm.
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Fig. 2: (a) Evolution of the bridging filament in an Ag/a-SiO2 CBRAM structure as a function of time. The structure displayed in Fig.
1b is used as starting point. Ag atoms are displayed as gray spheres, those contributing to the filament are colored. The a-SiO2 matrix is
shown in orange. To simulate the SET process, FFMD was performed at 300 K for 6.5 ns under an applied voltage of +7 V. A filament
consisting of atoms originally located at the tip of the truncated cone grows into the oxide as a chain of single atoms. When the applied
voltage is set to -1 V, the filament ruptures and the Ag atoms forming the filament (colored red) move backwards. (b) Time evolution
of the conductance state. After an unstable phase, the filament finally reaches the ON-state after 6.5 ns, which is kept during 2 ns. The
RESET to the OFF-state is achieved in less than 0.5 ns. The ON/OFF resistance ratio of the device is equal to 104.
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Fig. 3: (a) Ballistic current (illustrated as two different isosurfaces) through the structure representing the ON-state displayed in Fig. 2a. An
external read voltage of V=0.1 V was applied. The maximum current is measured in the single atom chain of the filament. (b) Illustration
of the filament growth in an Ag/a-SiO2 CBRAM structure. The oxide consists of inhomogeneously distributed SiO2 rings. The center of
the SiO2 rings are represented according to their number of ring-forming Si atoms as red, blue, and white spheres. The Ag filament (gray
spheres) preferentially grows through regions with a sparser ring population, while it is prevented from entering dense regions with tight
(5-fold) rings. (c) Zoom into the green rectangle in (b). It can be seen that the upper part (orange circle in (b)) of the filament has entered
a pore (depicted by the red matrix) through an 8-fold SiO2 ring (green). The bottom part (yellow circle in (b)) has grown through two
6-fold SiO2 rings (blue) whereas tighter rings could not be passed.
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Abstract: This paper proposes a dynamic current hysteresis 
model for the Indium Gallium Zinc Oxide Thin Film 
Transistor (IGZO-TFT). Based on the Shockley-Read -Hall 
(SRH) theory, a kinetic equation that accurately describes the 
interface trap’s capture/emission behavior is presented, 
which can incorporate the effect of interface trap density, trap 
energy level and scan rate dependency. Further, the kinetic 
equation is solved using a sub-circuit approach, combined 
with a validated TFT static current model, to achieve 
accurately simulating the current hysteresis of IGZO-TFT. 
This model has been validated with numerical TCAD 
simulations and has been shown to precisely reflect the effect 
of trap energy level, trap density and scan rate on the current 
hysteresis characteristics. 
Keywords: Compact model, Current hysteresis, Indium Gallium 
Zinc Oxide Thin Film Transistor (IGZO-TFT) 
Introduction: The progressive advancement of thin-film 
transistor technology has enabled the emergence of large-
scale TFT circuits and integrated systems for various 
applications[1]-[3]. However, interface traps will be 
introduced during the processing of different types of TFT 
[4]-[7]. The trap induced degradation of the threshold voltage 
leads to the current hysteresis in the transfer characteristics 
and has a significant impact on the performance of the TFT 
device at the circuit level. For example, this hysteresis can be 
used to alter the brightness of the OLED[6]and make TFT 
array a potential contender for 3D stacked NVMs[3]. There 
are few reported works on modelling dynamic current 
hysteresis for circuit simulation based on trap dynamics. The 
design of large-scale systems places high demands on a 
current hysteresis model that captures the effects of the 
physical properties of the interface trap and the scan rate of 
the gate voltage.  
Current hysteresis of IGZO-TFT: For acceptor-traps, 
“shallow” means that the trap energy level 𝐸௧ is close to the 
conduction band (i.e. ∆𝐸௧ = 𝐸 − 𝐸௧  is relatively small). 
Fig.1(a) is the 3D structure of the IGZO-TFT device used in 
this paper. In numerical TCAD simulation, by introducing a 
certain amount of acceptor-traps (∆𝐸௧ = 0.1 𝑒𝑉, N௧,௦௪ =

3 × 10ଵଶ𝑐𝑚ିଶ) at the IGZO/𝑆𝑖𝑂ଶ interface with device size 
of W = 20um and L = 20um, a clockwise hysteresis appears 
on the transfer characteristic curve (Fig1.(b)). The observed 
dependence of the hysteresis width on the scan rate is 
consistent with that reported in [6].  
Dynamic Model Description: SRH theory [9] is often used 
to describe interface trap dynamics [10]-[11], this section 
discusses the implement of SRH theory in the trap dynamics 
simulation. 
A. Trap Dynamics Based on SRH Theory: 

Fig.2(a) illustrates the switching of a two-state trap state 
involving electrons in reservoir, where the transition rate 
(probability per unit time) 𝐾ଵଶ/ଶଵ  is related to the 
capture/emission coefficients [12]. The trap occupancy 
probability 𝑝ଶ(𝑡)  can be described as Eq (1), and the 
corresponding differential form of (1) can be rearranged as 
Eq (2). According to the SRH theory, the transition rates are 
shown in Eq (3), where 𝑣௧,/  denotes the carrier thermal 
velocity and 𝜎/ is the electron/hole capture cross section. 
B. Sub-circuit Approach: 

To facilitate the use of the sub-circuit approach to calculate 
the number of occupied acceptor-traps 𝑁௧

ି , Eq(2) can be 

reformulated as Eq(4), where 𝑁௧ is the interface traps density 
with 𝑁௧

ି = 𝑝ଶ(𝑡) ∙ 𝑁௧, and 𝜏/ is the capture/emission time 
constant, and expressed as Equations (5)-(6).The sub-circuit 
shown as Fig.2(b) is built to solve the dynamic node voltage, 
then 𝑉௧ is updated in the form of Eq (7). 
Simulations and Results: Since the carrier capture cross 
section is related to the trap energy level, the time constant is 
found to depend on the gate voltage 𝑉 and the defect energy 
level 𝐸௧ from Eq (3) and (5). For better convergence and fit 
result of the dynamic model, different time constant 
expressions (shown as Eq (8)-(9)) are used in this work, while 
parameters are related to trap energy level and extracted 
respectively for shallow and deep energy level traps.  
A. Threshold Voltage Bias Simulation:  

Fig.3 shows the dependence of the time constant on the 
gate voltage for the shallow (∆𝐸௧ = 0.1 𝑒𝑉 ) and the deep 
(∆𝐸௧ = 0.6 𝑒𝑉) traps. The capture probability becomes larger 
when the trap energy level is bent below the Fermi energy 
level, creating a step-down trend in the capture time constant 
curve. During the simulation, the scan voltage is a triangular 
wave (Fig. 4(a)), while the influence of shallow and deep trap 
energy levels on the threshold voltage bias is given in Fig.4(b-
c). It is worth noting that Fig.5(b) shows an overall upward 
shift in the threshold voltage bias curve for the deep traps, 
which is due to the earlier appearance of the step-down. 
B. IGZO-TFT Static Current Model:  

The credibility of the static current model is a prerequisite 
for the accuracy of the dynamic hysteresis model, however, 
there is no standard model of static current for IGZO-TFT at 
present[13]-[15]. In consideration of compatibility with trap 
kinetic behaviors, the open source threshold voltage based 
IGZO-TFT current model is used in this paper.[16] Fig.6 
shows the agreement between the static current model and the 
current data from experiments and the TCAD reusults. 
C. Current Hysteresis Simulation:  

Combining the ∆𝑉௧  model and the static current model, 
the hysteresis curves at different scan rates (Fig.7) can be 
obtained. The hysteresis width of the shallow traps (Fig.7(a-
c)) tends to increase and then decrease with decreasing scan 
rate. Fig.7(d-f) reveals that for the earlier appearance of the 
step-down causes the transfer characteristic curve to shift to 
the right as the scan rate decreases during forward scanning 
for deep traps. The scan rate dependence is quantified by 
using a fixed current method. For the current curves in Fig. 7, 
the difference of the gate voltage corresponding to the 
forward and backward sweep at Ids = 1nA is obtained as 
hysteresis width (Fig.8).  

Conclusion: A dynamic current hysteresis model of IGZO-
TFT is developed in this work. The trap dynamics described 
by the two-state trap model can be accurately solved by the 
sub-circuit method. Combined with the validated static 
current model, the dynamic model developed in this paper 
can well capture the effect of trap energy level, trap density 
on hysteresis width, while accurately reflecting the 
dependence of hysteresis width on scan rate. 
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Fig.1. (a) Schematic of IGZO-TFT 3D structure. (b) Dependence of 
hysteresis width on scan rate. 

 
Fig.2. (a) Capture and emission events of Acceptor-trap. (b) Equivalent 
sub-circuit of the trap kinetic equation. 

 
Fig.3.  Capture and Emission time 
constant curves of shallow and 
deep energy level traps. 
 

Fig.4.  (a) The applied scan 
voltage. Threshold voltage bias 
dynamic responding of (b) shallow 
traps with N௧,௦௪ =  3 ×
10ଵଶ𝑐𝑚ିଶ . (c) deep traps with 
N௧,ௗ = 3 × 10ଵଵ𝑐𝑚ିଶ. 

 

 
Fig.5.   ∆𝑉௧ versus Vg for different scan rates of (a) shallow energy level traps 
(∆𝐸௧ = 0.1𝑒𝑉), (b) deep energy level traps (∆𝐸௧ = 0.6𝑒𝑉). 
 

Equations:  
𝑝ଶ(𝑡 + ∆𝑡) = 𝐾ଵଶ ∙ ∆𝑡 ∙ 𝑝ଵ(𝑡) + (1 − 𝐾ଶଵ ∙ ∆𝑡) 𝑝ଶ(𝑡) (1) 

𝐾𝑖𝑛𝑒𝑡𝑖𝑐 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛:  
𝑑𝑝ଶ(𝑡)

𝑑𝑡
= 𝐾ଵଶ ∙ ൫1 − 𝑝ଶ(𝑡)൯ + 𝐾ଶଵ ∙ 𝑝ଶ(𝑡) 

(2) 

𝑇𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒: 𝐾ଵଶ = 𝑣௧, ∙ 𝜎 ∙ 𝑛;   𝐾ଶଵ = 𝑣௧, ∙ 𝜎 ∙ 𝑝 (3) 

Dynamics for Sub-circuit: 
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ఛ
 (4) 

𝑆𝑅𝐻 𝑡𝑖𝑚𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡:        𝜏 =
1

𝐾ଵଶ
= 𝜏 ∙ exp ቆ

−𝑉(𝑡)

𝑛 ∙ 𝑘 ∙ 𝑇
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(5) 

                                             𝜏 =
1

𝐾ଶଵ
= 𝜏 ∙ exp ቆ

𝑉(𝑡)

𝑛 ∙ 𝑘 ∙ 𝑇
ቇ 

(6) 

𝑉௧(𝑡) = 𝑉௧ + ∆𝑉௧(𝑡) = 𝑉௧ +
𝑞 ∙ 𝑁௧

ି (𝑡)

𝐶௫
 

(7) 

𝑇𝑖𝑚𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑚𝑜𝑑𝑒𝑙(𝑤𝑖𝑡ℎ 𝑏𝑒𝑡𝑡𝑒𝑟 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 𝑎𝑛𝑑 𝑓𝑖𝑡): 
                                      𝜏 = 𝐴ଵ ∙ tanh(𝐵ଵ ∙ 𝑉 + 𝐶ଵ) + 𝐷ଵ           

(8) 

                         𝜏 = 𝐴ଶ ∙ exp(𝐵ଶ ∙ 𝑉 + 𝐶ଶ) + 𝐷ଶ (9) 
                          (parameters A-D are related to ∆𝐸௧)  
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Fig.6. Agreement of the transfer characteristic between the static current 
models with (a) experimental data and (b) TCAD.  

 
Fig.7.   Model validation of the hysteresis characteristics of Id-Vg 
curves(W=20um, L=20um, 𝑉ௗ = 1.1𝑉) for different scan rates for (a-c) shallow 
energy level traps (∆𝐸௧ = 0.1𝑒𝑉 ), N௧,௦௪ = 3 × 10ଵଶ𝑐𝑚ିଶ  and (d-f) deep 
energy level traps (∆𝐸௧ = 0.6𝑒𝑉, N௧,ௗ = 3 × 10ଵଵ𝑐𝑚ିଶ). 

 
Fig.8. Dependence of hysteresis width on scan rate at different interface trap 
density for (a) shallow energy level traps, (b) deep energy level traps.  
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054502. [6] Y. Chen et al., TED, vol. 63, no. 4, pp. 1565-1571, April 2016. [7] Hung 
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Abstract— This work deals with insights into low-frequency 
noise in phosphorene FET. In addition to the flicker noise 
component, which is often reported in the literature, we also look 
at generation - recombination (G-R) noise. We evaluate the 
dependence of noise on the number of layers for both armchair 
(AC) and zigzag (ZZ) orientations. We also extract the noise 
parameters for this device 

I. INTRODUCTION 
Two-dimensional Field Effect Transistors (2DFETs) are being 

actively investigated for future technology nodes[1]. For efficient 
use of these devices, understanding the noise behavior is of crucial 
importance[2]. Noise information also helps us understand the 
material better. For example, to understand the carrier dynamics 
in the 2D material systems, low-frequency noise spectroscopy is 
used as it provides information about trap energy levels and traps 
concentration values. This insight is highly useful for improving 
passivation and annealing processes. Of the various 2D materials 
being explored, phosphorene is currently receiving significant 
attention as it has a combination of useable bandgap and mobility 
values[3]. Many phosphorene-FET-based experiments have also 
been reported [4]. However, noise characterizations are quite 
limited, and a better understanding of noise dynamics is required. 
Especially for low-frequency noise, existing works usually 
neglect the impact of generation-recombination noise[5]. 

In this work, we develop an approach for low-frequency noise 
analysis in phosphorene FETs. This work uses first principle 
based simulations to calculate the material properties including all 
necessary physical effects while using TCAD for FET 
simulations. We analyze the noise behavior in Phosphorene FETs 
for multiple layers (N = 1 - 4) and both the orientations: armchair 
(AC) and zigzag (ZZ).  

II. METHOD  
A.  DFT and Device simulation  

We employ a semi-classical method to calculate the noise in 
Phosphorene FETs. First-principle based DFT simulations are 
used to attain the electrical properties of phosphorene layers (Fig. 
2 & table 1). These are then used to perform the FET noise 
analysis. The detailed method/flow is presented in our previous 
works [6] (Fig. 1). The DFT method utilizes meta generalized 
gradient approximation (MGGA) and PBE functional to provide 
bandgaps for a different number of layers, which are calibrated 
with experimental data [7]. We leveraged 14 × 14 x 1 k-points 
sampling with a density mesh cut-off of 150 Rydberg for this 
calculation. Extensive work has been done to create a 
phosphorene material file for TCAD simulations using the result 
of the DFT simulations. The quantum effects are included using a 
1D schrödinger equation with calibrated ladder parameters.  
Source and drain contacts are assumed to be perfect interfaces. 
Fig. 3 shows the calibration of our phosphorene FET against 
NEGF results [8]. 
B. Noise 

To model the noise in the phosphorene FET, we use the 
impedance field method[9]. We consider diffusion, flicker, and 

generation-recombination (G-R). From the noise calibration (Fig. 
4) the extracted Hooge parameter value is 𝛼𝛼ℎ = 5 x 10-4 [5] for 
bulk phosphorene whereas for silicon it is 2 x 10-3. The flicker 
noise (∝ 1/𝑓𝑓𝛾𝛾) parameter 𝛾𝛾 = 1.1  and the trap density Ntrap = 1 
x 1012 cm2. Layer and orientation-based noise parameters are also 
calculated while accounting for the thermal noise at high 
frequencies. Our noise spectrum shows a strong correlation with 
Hooge (mobility fluctuation)[10] and McWhorter (carrier 
fluctuation) models[11]. However, Van der Waals interaction and 
Source/Drain tunnelling are not considered.  

III. RESULT AND DISCUSSION 
The noise characteristics of phosphorene FET (N=1L, AC) is 

plotted as a function of frequency in Fig. 5 There are three main 
noise components dominant in three different frequency regions.  
For very low frequencies (10-1kHz) Generation – Recombination 
(G-R) noise is dominant due to the trapping and de-trapping of 
carriers. In the range of 1KHz – 100 MHz, the plot shows clear 
signs of flicker noise (1/f), which is due to carrier and mobility 
fluctuation in the phosphorene channel. For higher frequencies 
(greater than f0 as marked in Fig. 5), the thermal white noise is 
dominant.  Fig. 6, shows the extraction of the flicker noise (1/𝑓𝑓𝛾𝛾) 
parameter, 𝛾𝛾. Fig. 7 shows the variation of 𝛾𝛾 and the factor 𝐾𝐾 =
𝑊𝑊 . 𝐿𝐿.𝛼𝛼ℎ. 𝐼𝐼𝑑𝑑𝑑𝑑2  (𝛼𝛼ℎ is the Hooge parameter) with the number of layers 
as well as for different orientations (AC/ZZ). For ZZ, 𝛾𝛾  is roughly 
constant but there is a variation in K for different N, but for AC, 𝛾𝛾 
varies while K is a constant. Fig. 8 shows the bias dependence of 
the noise power spectral density (SID) in phosphorene FETs. SID 
saturates at higher Vgs for all combinations (1L-4L & AC/ZZ).  
Also note that for the monolayer case the noise figure is constant 
for varying Vds due to the very thin channel, whereas for N= 4L the 
noise figure increases with Vds due to more inherent carrier 
fluctuation than the 1L. Fig. 9 shows that AC has slightly higher 
noise than ZZ orientation. This is because the higher conductivity 
for AC results in a higher thermal noise floor. This is true 
irrespective of the layer number. Fig. 10 summarizes the noise 
variation with the number of layers and different orientations. It 
also shows the Noise Figure (NF) trends in the inset.  

IV. CONCLUSION 
Through a detailed noise analysis for Phosphorene FETs, we 

have shown that SID increases with number of layers due to 
increased charge fluctuation. Also, ZZ has better noise 
performance than AC for all layer numbers. The Hooge model 
parameters are also extracted for the various combinations. 
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Fig. 1. Simulation flow of phosphorene FET drain characteristics and noise performance analysis  
 

Parameters Values 
Affinity (eV) 3.9 – 4.15 

Ladder parameters 
A,B,C 

4.1;0.7;23.05 

KVM,∝t,∝b-AC (ZZ) 15(20) ; 0.1(2); 20(0.3); 
Workfunction (eV) 4.25 

Hooge 1x10-5  -   5 x10-5 
Trap con. 1 x 1012 /cm2 

EOT (nm) 1 
1L- Nce_DOS (cm-2) 8.42 x 1016 
5L- Nce_DOS(cm-2) 9.77 x 1016 

Ae 24.7 
∝h 5 x 10-4 

τ1 , τ0 1, 1 x 10-6 

 
Fig. 2. The phosphorene bandgap and effective mass values are 
plotted as a function of the number of layers.  AC orientation has 
less effective mass than ZZ. The bandgap is reduced as the 
number of layers increases due to reduction in confinement. 

 
Fig. 3. The calibration of BP-FET against NEGF results 
[8]. The calibrated parameters are listed in table 1. 
Source/drain doped with n-type (4 × 1018cm−3) and their 
extension is 14 nm. The contacts are assumed ohmic and 
trap free. 

 
Fig:4 Noise spectral density (SID) for bulk phosphorene as 
a function of frequency and calibrated with [5]. Calibrated 
noise parameters values are given in the insets. This 
indicates perfect scaling of 1/𝑓𝑓𝛾𝛾  as expected in 
conventional noise. This trend is affected by the number of 
layers considered. 

 
Fig:5 Noise characteristics of Phosphorene FET (1L-AC). It 
is found that at low frequencies SID is high due to a 
combination of flicker (1/f) and G-R noise. The corner 
frequency (fo) is marked, indicating the dominance of the 
thermal noise floor. 

 
Fig:8 Noise spectrum plotted as a function of gate & drain bias. 
It is clearly shown up to the subthreshold region (> 0.4) SID 
increases exponentially due to more G-R and diffusion noise. 
However, drain bias dependence varies with the number of 
layers. For N=1L the noise values saturate perfectly due to the 
very thin nature, whereas for N= 4L it keeps increasing due to 
more inherent carrier fluctuation than the 1L. 

 
Fig:6 SID of phosphorene device (N= 1L AC) as a function 
of frequency for a range of gate biases Vgs = 0.0 – 1 V and 
Vds = 0.5 V. SID is saturated after Vgs ~ 0.4 V due to the 
onset of strong inversion. 𝛾𝛾 is also a function of bias. 

 
Fig:9 Noise spectrum for different layers. The thermal noise in 
the AC direction is high due to its high conductivity compared to 
ZZ. The favorable transport direction AC (high μ and less 𝑚𝑚𝑒𝑒

∗) 
creates more thermal noise resulting in the overall noise to be 
higher for all frequencies compared to ZZ. 

 
Fig:10 SID for phosphorene with different layers. In 
particularly ZZ has good noise performance in the wide 
frequency range. The inset figure shows the noise figure 
in the dB with different layers.  The layer dependency of 
noise grows as the number of layers increases; the reason 
for this is, that a multilayer has more volume noise than 
a monolayer. 

Table:1 Material parameters used for simulation 

Fig: 7. The gamma (γ) and K values are calculated for 
different layers. For zigzag orientation γ= 1.7 is constant but 
K varies with number of layers. For armchair orientation, on 
the other hand, K is constant but γ varies with number of 
layers. 𝑆𝑆𝐼𝐼𝐼𝐼  =  𝐾𝐾 /𝑓𝑓.𝑁𝑁 where  𝐾𝐾 = 𝑊𝑊 . 𝐿𝐿.𝛼𝛼ℎ . 𝐼𝐼𝑑𝑑𝑑𝑑2  
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Microstructural Impact on Electromigration Reliability

of Gold Interconnects

H. Ceric, R. L. de Orio, and S. Selberherr

Institute for Microelectronics, TU Wien, Gußhausstraße 27-29, 1040 Wien, Austria
Email: {ceric|orio|selberherr}@iue.tuwien.ac.at

Simulating the influence of microstructure on the electromigration (EM) reliability of a metallic interconnect
is a challenging task for two main reasons: firstly because of the complexity of the vacancy behavior within
and near grain boundaries; and secondly because of the large number of grain boundaries. In some applica-
tions the nano-scale of the interconnect width causes the emergence of larger grains extending through the
whole interconnect width. The presence of large grains significantly simplifies modeling of the microstruc-
tural impact. However, in the case of gold interconnects used for GaAs [1, 2] technology we have to deal with
a significant number of small grains (∼10) through the whole depth of the interconnect. Gold is the metal
of choice for interconnects implemented on GaAs, because it forms a very low resistance ohmic contact, has
a high melting temperature, and a low resistivity [3]. In the recent study on EM reliability of interconnects
made of gold by Hau-Riege and Yau [4] the relevant segments of metallization contained several thousands
of grains. The layout of the used test structure is shown in Fig. 1. Grain boundaries act not only as sites of
vacancy recombination, but also, depending on the angle they close to the current flow direction, they either
enhance (low angle) or diminish (high angle) vacancy transport. Utilizing both the multi-physics simulation
tool COMSOL [5] as well as the microstructure and mesh generator NEPER [6], the physical effects of mi-
crostructure can be included in reliability models to a high level of detail. In COMSOL, the mechanical and
the material-transport model can be assigned to each grain or to groups of grains fully taking in account the
local material properties, like diffusivity, elasticity parameters, and crystal orientations (cf. Fig. 2). Each of
the entities consisting of a single or of a multitude of grains is separately meshed (cf. Fig. 3). In this work
a novel approach for the numerically efficient simulation of an interconnect containing thousands of grains
is introduced. A number of grains are grouped into larger grain compounds and at the boundaries of these
domains a detailed grain boundary model is applied [7]. The boundaries of the large grain compounds are
chosen to comprise characteristic segments of the interconnect geometry (e.g., vias). Alternatively, these
segments can also be divided into several grain compounds. The size statistics of grain compounds are set
according to the experimentally obtained statistics of grain size distribution. Inside the compounds the
effective diffusivity (Deff) is calculated as a weighted sum of contributions from the grain bulk (Dbulk) and
from the grain boundaries (Dgb).

Deff = Dbulk + δ

∑
i Si∑
j Vj

Dgb (1)

δ is the grain boundary width and Si and Vi are the grain boundary surfaces and volumes, respectively.
The summation is performed along all the grains contained in a compound. The microstructure modeling is
integrated in the usual modeling framework for simulation of EM reliability [8, 9], which comprises the solu-
tion of the vacancy balance equation together with the Laplace equation, the heat-transport equation, and
the mechanical equations. The simulation provides as output, for an arbitrary three-dimensional multilayer
interconnect geometry and for given initial and boundary conditions: the temperature distribution, the cur-
rent density distribution, the tensorial mechanical stress field, and the point defect (vacancy) distribution.
These values enable the determination of the interconnect lifetime. The capability of the novel simulation
approach is verified through comparison with the previously published [4] experimental results. The failure
time statistics of gold interconnects are obtained through testing in a MIRA EM module [2] for different
interconnect dimensions. The experimentally observed EM lifetime distributions for all experiments were
monomodal and lognormally distributed. In Fig. 4 the simulated lifetime distributions for four different via
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sizes are presented. As one can see, all distributions are lognormal and monomodal like in experiments [4].
Additionally, the experimentally observed dependence of the mean failure time and the associated standard
deviation of the failure times on the interconnect geometry is also well reproduced by our simulations.

Figure 1: Layout of the line-end of the investigated
test structures [4].

Figure 2: Schematic picture of the overall modeling
approach. From the model library of N configured
models, available in the simulation tool, two models
are chosen and assigned to the three different grain
compounds.

Figure 3: Example of meshing of an interconnect
segment for two different grain size distributions. Figure 4: Lifetime distribution for different via sizes.
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Abstract: Attaining the ferroelectric (FE) polarization in a thin 

HfO2 layer using a specific dopant is a widely adopted way to realize 

Negative Capacitance (NC) FET. In a general TCAD simulation 

study of NC-based devices, the NC property of the FE layer is 

strongly dependent on the values of Landau parameters 

(𝛼, 𝛽, 𝛾, 𝜌, 𝑔), which are unique for specific dopants and FE 

thickness. In this paper, for the first time, we investigated the 

reliability of TCAD simulations with which NC FinFET is 

simulated for specific dopants-based FE-HfO2 layer. The possible 

dopants used in the thin-HfO2 layer are Al, Gd, La, Si, Sr, Y, and 

Zr. Each dopant has different (𝛼, 𝛽, 𝛾, 𝜌, 𝑔) and thus offers a 

different NC regime of operation, i.e., S-curve. 𝛼, and 𝛽 are the 

dominant parameters if we consider the uniform polarization under 

quasi-static analysis. Further, the change in ambient temperature 

alters the value of 𝛼, resulting in changes in the NC-state. Hence, for 

the reliable TCAD-based NC study, the precise selection of Landau 

parameters and dopants is needed for optimized performances.   

Introduction: In sub-22nm node, FinFETs-based CMOS devices 

have gained popularity due to enhanced gate electrostatic 

controllability [1]. However, the physical mechanism of the carrier 

transport imposes a limit of 60mV/decade on the subthreshold slope 

(SS). Thus, to realize a steeper-slope device, the idea of NC was 

reported and implemented using FE-layer in the gate stack [2]-[3]. 

In downscaled devices, the realization of the conventional 

perovskite materials is not feasible due to their larger thicknesses. 

Thus, the HfO2 doped layer is implemented to realize a thin film FE 

layer for compatible process integration [4]. To the best of our 

knowledge, in the available literature, to create a thin film doped-

HfO2 FE layer, seven different dopants are used: D1: Aluminium 

(Al) [Pr=5, EC=1.3]; D2: Gadolinium (Gd) [Pr=20, EC=1.75]; D3: 

Lanthanum (La) [Pr=45, EC=1.2]; D4: Silicon (Si) [Pr=10, EC=1.0]; 

D5: Strontium (Sr) [Pr=23, EC=2.0]; D6: Yttrium (Y) [Pr=24, 

EC=1.2]; and D7: Zirconium (Zr) [Pr=18, EC=1.0]. The Pr and EC are 

in µ𝐶/𝑐𝑚2 and MV/cm, respectively. Thus, in TCAD simulation of 

NC devices, the dopant-dependent Landau parameters are taken. 

However, a thorough investigation of the reliability and 

optimization of these parameters, i.e., the choice and significance of 

the dopants for the HfO2 layer to convert into the FE layer, is not yet 

explored. The key contribution of this work is: (i) investigation of 

the impact of Landau parameters (𝛼, 𝛽, 𝛾, 𝜌, 𝑔) for uniform FE layer 

under quasi-static operation; (ii) impact of temperature on 𝛼 and its 

significance on the NC-regime, i.e., S-curve; (iii) the impact of 

temperature on the transconductance and drivability over different 

dopant-dependent FE layer; (iv) capacitance matching and its 

variation with varying temperature. Thus, a proper investigation is 

needed to select the dopant of the HfO2-layer for optimal NC 

operation.  

TCAD Setup for NC-FinFET: A 14nm node industry-standard 

nFinFET is employed to realize the baseline NC-FinFET (Fig.1) by 

placing the Zr-doped HfO2 layer in the gate stack in our simulation 

study using Sentaurus TCAD [5]. The TCAD setup includes a 

conventional drift-diffusion model for carrier transport. The 

mobility, saturation velocity, SRH recombination, high field 

saturation, quantum correction models, etc., have been included and 

adequately tuned to get a good match between the TCAD and 

experimental [6] IDS-VGS curves (Fig.2a). The device parameters 

used in the simulation are mentioned in Table-I. Further, to realize 

the NC effect in FinFET, the FEPolarization model is incorporated 

and calibrated with an experimental MFIM (metal-ferroelectric-

insulator-metal) capacitor [7] (Fig.2b). The extracted 𝛼, 𝛽, 𝛾 

parameters are used to get a good fit of the S-curve (Fig.2c). The 

realized NC-FinFET show improved performances (Fig.2d-e), i.e., 

ION & SS, due to the internal voltage amplification of the FE-layer.  

Results and Discussion: In TCAD simulations, the NC effect can 

be included using the FEpolarization model with appropriate 

Landau parameters, which are dependent on the dopant of the HfO2-

based FE layer. We have considered the default value of ρ=2.25×104 

Ω-cm, γ=0, and g=10-4cm3/F, as mentioned in the TCAD manual 

under quasi-static analysis for single domain FE-layer. Therefore, 

the vital parameters are α and β, which significantly influence the 

NC state. For different dopants, we plotted the S-curves, showing 

the NC regime (Fig. 3a). D2 offers a larger span of the NC region; 

however, D3 shows higher NC. Whereas the IOFF degrades in D3 due 

to the lower value of β, in turn, higher SS (Fig.3c,e). In contrast, the 

enhanced ION is achieved in D4 and D6, showing a higher dependency 

of ION on α (Fig.3b,d & Table-II). The impact of temperature (T) is 

severe on α, as it is a linear function of T (Fig.4). The increase in T 

reduces the coefficient α0x (Fig.4a), resulting in a change in αxT (x: 

dopant). Therefore, the NC regime gets shrinks (Fig.4b). The ION 

thus reduces with higher T (Fig.4c). An increase in T also causes 

mobility degradation and the bandgap narrowing; in turn, IOFF 

increases (Fig.4d). The impact of temperature and Landau 

parameters are essential for analog design metrics like 

transconductance (gm), channel capacitance (Cgg), etc. As we 

increase the T, the gm of the doped HfO2-based NC FinFET will 

decrease (Fig.5a-e). The impact of β on threshold voltage (Vth) is 

more pronounced (Fig.5d). The capacitance matching with varying 

Landau parameters and temperature is investigated in Fig.6. The 

capacitance matching occurs at the subthreshold region for the 

dopants with higher Pr, i.e., lower 𝛼 and 𝛽. However, the 

capacitance matching in the saturation region dominates for the 

dopants having lower values of Pr, i.e., higher  𝛼 and 𝛽. Further, the 

temperature influences the capacitance matching in NC FinFET, 

resulting in the modulation of channel capacitances (Fig. 6a-e).  

Conclusions: For a reliable TCAD simulation of the Negative 

Capacitance (NC) devices, the selection of the appropriate Landau 

parameters (𝛼, 𝛽, 𝛾, 𝜌, 𝑔) is crucial as it frames the span and slope of 

the S-curve, which states the NC operation. In scaled NC devices, 

the HfO2-layer is doped with the appropriate dopants to achieve 

ferroelectricity. The type of the dopants alters the Landau 

parameters and thus the reliability of the simulated NC devices. For 

quasi-static operation under consideration of a single domain FE 

layer, only the 𝛼 and 𝛽 parameters play a significant role. The ION 

and IOFF are functionally dependent on 𝛼 and 𝛽, respectively. 

Further, the temperature shows a linear trend with α and strongly 

influences 𝛼0 (i.e., temperature coefficient). Thus, an increase in 

temperature deteriorates the device's performance. Hence, a 

thorough investigation of (𝛼, 𝛽, 𝛾, 𝜌, 𝑔) is essential to simulate an 

NC device in TCAD.  
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BOX

HfO2 doped 

FE layer

SiO2

Fig.6. C-V characteristics

showing the capacitance

matching for different dopants

and varying temperature (a-e).

The higher (lower) Pr exhibit

capacitance matching in the

subthreshold (saturation)

region.

Reliability of TCAD Study for HfO2-doped Negative Capacitance FinFET with Different Material Specific Dopants 

Obj.1: L-K parameters for Material Specific Dopants in HfO2-based FE layer

Obj. 4: C-V Characteristics for Different Dopants

Fig.1. Schematic of an NC-FinFET realized by placing a

HfO2-doped ferroelectric (FE) layer in the gate stack.

Fig.4. (a) show that the αxT varies with temp., in turn, alters the

FE polarization; (b) S-curve shows the influence of temp. on

NC-state of operation; (c) influence of temp on ION and IOFF (d).

Fig.5. shows the impact of increasing the ambient temperature from 250K to

350K on transconductance (gm) (a-e), which is indeed a key parameter in

analog circuit design. Increasing the temperature decrease the maximum gm
value due to the deterioration of dominant α Landau parameter. However, the

temperature-induced gm and threshold voltage (Vth) deterioration (f) are

mitigated by internal voltage amplification provided by the dopant-dependent

HfO2-based FE layer.

Fig.2. Calibration of Simulation framework with baseline (BL) FinFET (a) and MFIM

capacitor (b-c). Realized NC-FinFET (Fig. 1) offers higher ION, lower IOFF and lower

subthreshold slope (SS) [d-e]. Parameter used in simulation are mentioned in Table-I.

MFIM CapacitorMotivation: a) Material specific parameter dependent

Negative Capacitance (NC) analysis using TCAD.

b) Analyzing the change in doping dependent Landau

parameter with temperature for optimized NC operation.

Obj. 1: Variance of L-K parameters  

for different material specific dopants

Obj. 4: Capacitance matching 

analysis for different material specific 

dopants and their undertaken 

operating conditions.  

Obj. 2: Impact of temperature on L-

K parameters for different material 

specific  dopants

Obj.3: Impact of Temperature on gm

P: Polarization

EFE: Field across FE layer

: L-K parameters which governs 

the NC phenomenon in TCAD

.

Obj.2: Impact of Temperature on L-K parameters
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Fig.3. (a) the NC-state is strongly dependent on αx & βx , results in different S-

curves for different and values, as mentioned in Table-II; (b) ID-VGS
characteristics for different material specific dopants; (c) SS for different dopants;
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A proposal of quantum computing algorithm to
solve Poisson equation for nanoscale devices under

Neumann boundary condition
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Abstract—We present an implementation study of gate-type
quantum computing algorithms for the purpose of semiconduc-
tor device simulations. As one of the representative quantum
algorithms we consider the use of HHL (Harrow-Hassidim-
Lloyd) algorithm to solve the Poisson equation in semiconductor
nanowire p-n junction, especially under the Neumann boundary
condition that the electric field is zero at the electrode boundaries.
Our proposed model of the quantum gate to implement the
Neumann boundary condition has been found to successfully
reproduce the solution obtained by conventional method.

I. INTRODUCTION

Recent progress of quantum computing technology, espe-
cially the dramatic progress of the quantum computing envi-
ronment via the cloud such as in IBM Q, have been stimulating
various studies on the application of intermediate-scale quan-
tum computers, so-called NISQ (Noisy Intermediate-Scale
Quantum) devices. Such research on the specific application
examples of quantum computers ranges from material science
simulations to social science simulations such as finance. In
any of these cases, it is important to consider how quantum
computers can be used in solving equations that have been
required in individual fields.

In semiconductor device simulation as well, it is important
to consider the possibility of utilizing quantum computing
algorithms in the long term in the future. One of such examples
is the use of HHL (Harrow-Hassidim-Lloyd) algorithm [2],
which is one of the applications of the quantum phase estima-
tion algorithm, in the calculation of the potential distribution
based on Poisson equation [3], [4]. With such motivation
we study how the HHL algorithm can be applied to solve
the Poisson’s equation for semiconductor nanowire structure,
especially under the Neumann boundary condition that the
electric field is zero at the electrode boundaries.

Fig. 1. Scematic illustration of the semiconductor nanowire p-n junction
system, where the left and the right regions are doped into n and p types,
respectively. Finite differentiated grids are also illustrated.

Fig. 2. Quantum gate circuit of HHL algorithm to solve matrix Poisson
equation A |φ⟩ = |Q⟩, where A is capacitance matrix and is encoded in the
unitary operation U . The quantum circuit is composed of Hadamard gate (H)
quantum Fourier transformation (FT), rotation (R), and unitary operation (U ).
If the ancilla (top most) qubit is measured to be |1⟩, the solution |φ⟩ of the
linear equation is encoded in the bottom set of the qubits.

II. PROPOSED METHOD AND RESULTS

In this study we assume the semiconductor nanowire p-
n junction system shown in Fig. 1, where the left and the
right regions are doped into p and n type, respectively. As-
suming that the electrostatic potential and the charge density
is constant within the cross-sectional area S and thus depend
only on the longitudinal position x, the Poisson equation is
written as εd2φ (x)/dx2 = −ρ (x), where ε is the diele-
cric constant, φ (x) is the electrostatic potential, and ρ (x)
is the charge density. By introducing the finite difference
approximation, the discretized Poisson equation is derived as
−Cφi+1+2Cφi−Cφi−1 = Qi, where i stands for the position
grid along the x direction, C ≡ εS/a is the capacitance with
a being the grid spacing, and Qi ≡ ρ (xi)Sa is the charge at
the ith grid. In order to concentrate our focus on how can we
apply the HHL algorithm for the device simulation purpose,
in this study, we restrict our attention to the simplified model,
where the central device region is described by four grid points
spanned by i = 1 ∼ 4, and semi-infinite leads are attached at
both ends of the central region. By imposing the Neumann
boundary condition that the electric field is zero at both ends
of the central device region, so that φ1 = φ0 and φ5 = φ4,
we obtain the matrix equation




C −C
−C 2C −C

−C 2C −C
−C C







φ1

φ2

φ3

φ4


 =




Q1

Q2

Q3

Q4


 . (1)

This linear equation has the form of A |φ⟩ = |Q⟩, where the
vectors |φ⟩ and |Q⟩ are expressed by quantum bits (qubits),
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and the capacitance matrix A is expressed by quantum gates
in the HHL algorithm shown in Fig. 2 as we will explain next.

In the HHL algorithm shown in Fig. 2 the unitary operation
(U ) is defined by the time evolution due to the Hamiltonian
matrix A, so that U = eiAt. In order to implement this unitary
evolution by quantum gate circuit, it is necessary to decompose
the matrix A as follows.

A =




ε1 γ 0 0
γ ε2 γ 0
0 γ ε2 γ
0 0 γ ε1




=




ε1 0 0 0
0 ε2 0 0
0 0 ε2 0
0 0 0 ε1




+




0 γ 0 0
γ 0 0 0
0 0 0 γ
0 0 γ 0


+




0 0 0 0
0 0 γ 0
0 γ 0 0
0 0 0 0




= A0 +A1 +A2, (2)

where ε1 = C, ε1 = 2C, and γ = −C. Here we note
that A0 and A1 are operators within a single qubit, while A2

is essentially the operator connecting two qubits (inter qubit
operator). The corresponding unitary evolution operator is then
calculated by applying the Trotter expansion as

U = eiAt = ei(A0+A1+A2)t ≃
(
eiA0t/neiA1t/neiA2t/n

)n

,

(3)

where larger value of n gives more accurate results. This
unitary evolution operator can be implemented by the quantum
gate circuit in Fig. 3. Here we note that since the matrix
A0 is not the multiplication of the identity matrix due to the
Neumann boundary condition, we propose to use the quantum
gate model depicted in the eiA0t/n part in Fig. 3. As for the
quantum gate circuits for the quantum Fourier transformation
(FT in Fig. 2) and the controlled rotation (R in Fig. 2) we
employ the standard gate configurations [3].

Fig. 3. Detail of the quantum circuit corresponding to the controlled unitary
U part in Fig. 1. P abd Rx are the phase and x rotation gates, respectively

Here it should be noted that the eigenvalues of the matrix A
are E = 0, 2−

√
2, 2, and 2+

√
2, where the energy difference

between adjacent eigenvalues is
√
2 except for the lowest one

Fig. 4. Comparison of the electrostatic potentials obtained by HHL algorithm
and conventional (LU decomposition) method. Here we assume that the
charges of +0.26e and −0.26e at the 2nd and the 3rd sites, respectively. Our
parameter values correspond to the case that the charge density is ρ = 1026e
m−3, grid spacing is a = 2.6 nm, cross-sectional area is S = 1 nm2, and
the material is Si. The value of n in Trotter expansion has been chosen as
128, and the time constant is t = 2π × 0.25/

√
2.

(we note that the lowest eigenvalue is zero and thus should be
excluded to calculate the solution |φ⟩). We can then take the
advantage of this fact if the diagonal elements of the matrix
A is subtracted by the constant ∆E ≡ 2− 2

√
2, because then

the 2nd, 3rd, and 4th eigenvalues E′ = E −∆E are exactly
described by binary numbers 0.01, 0,10, and 0,11, respectively,
where 0.01 corresponds to the decimal expression 0.25 and
this is scaled from the eigenvalue E′ =

√
2 by the factor

0.25/
√
2. The subtracted value ∆E can be re-incorporated at

the controlled rotation part R to obtain the correct solution
|φ⟩. We implemented the above scheme using the quantum
programming language Qiskit, and obtained the solution |φ⟩
very close to that obtained by the conventional method as
shown in Fig. 4 (see caption for detailed parameters).

III. CONCLUSION

We have present an implementation study of gate-type
quantum computing algorithms for the purpose of semi-
conductor device simulations. As one of the representative
quantum algorithms we considered the use of HHL (Harrow-
Hassidim-Lloyd) algorithm to solve the Poisson equation in
semiconductor nanowire p-n junction, especially under the
Neumann boundary condition that the electric field is zero at
the electrode boundaries. Our proposed model of the quantum
gate circuit to implement the Neumann boundary condition
has been found to successfully reproduce the solution obtained
by conventional method. Although the above explanation has
been restricted to the case of four sites model, the proposed
basic idea to obtain the accurate solution can be directly
applicable to 2n sites model in general by appropriately
designing the non-uniform grid to obtain the equally distanced
eigenvalues.
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Abstract 
There are two widely adopted stabilization schemes for 

a deterministic Boltzmann transport equation solver based 
on a spherical harmonics expansion. One is the maximum 
entropy dissipation scheme and the other is the H-
transformation. In this work, we propose an alternative 
numerical stabilization method, which is based on the 
approximate H-transformation. In the proposed scheme, a 
new energy variable approximately follows the total 
energy. An additional term is generated out of the free-
streaming operator and it should be implemented properly. 
When the kinetic energy is fixed, the distribution function 
at that energy can be directly accessible at any time 
instance. The proposed scheme is implemented in our in-
house deterministic Boltzmann transport equation solver. 
The numerical simulation results demonstrate that the 
proposed stabilization scheme works properly without any 
numerical difficulties.  

Introduction 
Deterministic Boltzmann transport equation solvers for 

the three-dimensional electron gas [1]-[4] have been ac-
tively studied. Recently, the transient simulation results us-
ing an implicit time marching technique have been reported 
in [5]. In [5], the maximum entropy dissipation scheme [3] 
was adopted. The H-transformation, another numerical sta-
bilization scheme widely adopted, is not very convenient 
to be used in the transient simulation, because the distribu-
tion functions at previous time instances must be interpo-
lated for the present potential profile. Therefore, the transi-
ent simulation capability that is compatible with the H-
transformation has not been reported yet.     

In this study, in order to overcome the difficulties origi-
nated from the stabilization scheme, an alternative stabili-
zation scheme, which is based on the approximate H-trans-
formation, is proposed.    

Approximate H-Transformation 
It is assumed that the energy variable is uniformly dis-

cretized with a spacing, Δ𝐸𝐸. For the sake of notational sim-
plicity, the dependence on the position variable is omitted. 
Let us consider a case where an implicit time marching 
scheme is adopted to discretize the time derivative term. At 
a given kinetic energy, 𝜀𝜀, the time derivative of 𝑍𝑍𝑍𝑍 (a prod-
uct of the density-of-states, 𝑍𝑍, and the distribution function, 
𝑍𝑍) at a time instance, 𝑡𝑡𝑖𝑖, can be written as 

𝜕𝜕[𝑍𝑍𝑍𝑍]
𝜕𝜕𝑡𝑡

�
𝑡𝑡=𝑡𝑡𝑖𝑖

≈ 𝑍𝑍(𝜀𝜀) �𝑎𝑎𝑖𝑖,𝑗𝑗𝑍𝑍�𝜀𝜀, 𝑡𝑡𝑖𝑖−𝑗𝑗�
𝑁𝑁−1

𝑗𝑗=0

,                (1) 

where 𝑁𝑁 is the order of the time-marching scheme, 𝑎𝑎𝑖𝑖,𝑗𝑗 is a 
coefficient connecting 𝑡𝑡𝑖𝑖  and 𝑡𝑡𝑖𝑖−𝑗𝑗 . For example, the sim-
plest backward Euler scheme (𝑁𝑁 = 2) has 𝑎𝑎𝑖𝑖,0 = −𝑎𝑎𝑖𝑖,1 =

1
𝑡𝑡𝑖𝑖−𝑡𝑡𝑖𝑖−1

. 
The conventional H-transformation uses the total energy, 

𝐻𝐻, which is defined as 
𝐻𝐻 = 𝜀𝜀 + 𝑉𝑉 = 𝜀𝜀 + (−𝑞𝑞𝑞𝑞 + 𝐸𝐸),                  (2) 

where 𝑉𝑉  is the band minimum energy, 𝑞𝑞  is the absolute 
elementary charge, 𝑞𝑞 is the electrostatic potential, and 𝐸𝐸 is 
the energy difference between the band minimum and the 
local reference energy. Variable transformation from 𝜀𝜀 to 
𝐻𝐻  greatly simplifies the free-streaming operator of the 
Boltzmann transport equation. However, when the 
transient simulation is involved, the terms related with the 
time derivation introduce some difficulties. Since 𝑉𝑉(𝑡𝑡𝑖𝑖) −
𝑉𝑉�𝑡𝑡𝑖𝑖−𝑗𝑗� does not vanish in general, 𝑍𝑍�𝜀𝜀 = 𝐻𝐻 − 𝑉𝑉(𝑡𝑡𝑖𝑖), 𝑡𝑡𝑖𝑖−𝑗𝑗� 
is not directly available. An interpolation procedure must 
be introduced. From the present authors’ experience, with 
a finite resolution of numerical discretization, the 
interpolation procedure deteriorates the numerical 
stability. 

An alternative approach based on the approximate H-
transformation is proposed. Instead of the time-varying 
band minimum energy, its approximation, 𝑉𝑉� , is used to 
contruct a new energy variable, ℎ, 

ℎ = 𝜀𝜀 + 𝑉𝑉� .                                     (3) 
Under this new transformation, an additional term appears 
out of the free-streaming operator. Fortunately, since this 
additional term is proportional to 𝑉𝑉 − 𝑉𝑉� , which is small for 
a reasonable 𝑉𝑉� , a suitable discretization technique can be 
developed.  

The major progress made in this work is to propose a 
condition for  𝑉𝑉� , with which the interpolation procedure in 
the time derivation can be completely eliminated. We pro-
pose a condition of 

𝑉𝑉�(𝑡𝑡𝑖𝑖) = 𝑘𝑘(𝑡𝑡𝑖𝑖)Δ𝐸𝐸,                             (4) 
where 𝑘𝑘(𝑡𝑡𝑖𝑖)  is an integer function and Δ𝐸𝐸  is a constant 
energy spacing. Moreover, 𝑘𝑘(𝑡𝑡𝑖𝑖)  is unambiguously 
determined to minimize the absolute value of 𝑉𝑉 − 𝑉𝑉� . With 
the above condition, we readily have  

𝑉𝑉�(𝑡𝑡𝑖𝑖) − 𝑉𝑉��𝑡𝑡𝑖𝑖−𝑗𝑗� = �𝑘𝑘(𝑡𝑡𝑖𝑖) − 𝑘𝑘�𝑡𝑡𝑖𝑖−𝑗𝑗��Δ𝐸𝐸.        (5) 
Again, the time derivation requires 𝑍𝑍�ℎ − 𝑉𝑉�(𝑡𝑡𝑖𝑖), 𝑡𝑡𝑖𝑖−𝑗𝑗� . 
Since the energy shift is just an integer-multiple of Δ𝐸𝐸, the 
required distribution function can be readily accessible 
without any interpolation procedure. Therefore, with the 
approximate H-transformation, the transient simulation 
becomes possible while enjoying the superior numerical 
properties of the conventional H-transformation. 
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Numerical Results 
The proposed method has been newly implemented into 

our in-house deterministic Boltzmann transport equation 
solver. The physical models are the same with those in [5]. 
Three different stabilization schemes (the maximum en-
tropy dissipation scheme, the conventional H-transfor-
mation, and the approximate H-transformation) are availa-
ble.  

Figure 1 shows the structure under simulation. Starting 
from a 1200-nm-long N+NN+ resistor, a scaled structure 
can be generated by increasing a scaling factor. As shown 
in Fig. 2, the DC IV characteristics of all simulated struc-
tures show excellent agreement between two methods. It is 
much expected because the approximate H-transformation 
is a modified version of the conventional H-transformation.   

The distribution function at equilibrium is drawn in Fig. 
3. Two stabilization schemes are compared. As expected, 
the conventional H-transformation follows the Boltzmann 
distribution, which is not dependent on the position varia-
ble. On the other hand, with the approximate H-transfor-
mation, the distribution function varies over the position 
variable, because the energy variable slightly differs from 
the total energy.    

When a high DC voltage is applied to the anode terminal, 
the stabilization scheme based on the kinetic energy suffers 
from negative distribution functions. In Fig. 4, the color 
map of the distribution is shown. Empty areas at high en-
ergies represent discretized points with negative distribu-
tion functions. For the same case, as shown in Fig. 4(b), the 
distribution function calculated with the approximate H-
transformation is non-negative everywhere.  

Conclusions 
In conclusion, a novel stabilization scheme has been suc-

cessfully implemented into the deterministic Boltzmann 
transport equation solver. The distribution functions at past 
time instances can be directly accessible without any inter-
polation procedure and the stability of the conventional H-
transformation can be shared. The proposed method can be 
readily applied to the transient simulation. 
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Fig. 1. Doping profile of a N+NN+ resistor simulated in this work. 
By increasing a scaling factor (α), various structures can be gen-
erated. In this work, the scaling factor varies from 1 (1200-nm-
long structure) to 10 (120-nm-long structure).  

 
Fig. 2. DC IV characteristics of different structures with various 
scaling factors. The calculation results with the conventional H-
transformation (Black lines) and the approximate H-transfor-
mation (Red dots) are almost identical.  
 

  
Fig. 3. Distribution function at equilibrium calculated with (a) the 
conventional H-transformation or (b) the approximate H-transfor-
mation. The total length is 120 nm. At a given position variable, 
each distribution function decays exponentially as the energy var-
iable increases. The additional term out of the free-streaming op-
erator plays an important role in the approximate H-transfor-
mation.  
 

  
Fig. 4. Color map of the distribution function calculated with (a) 
the maximum entropy dissipation scheme or (b) the approximated 
H-transformation. The total length is 120 nm and the applied an-
ode voltage is 0.5 V. Negative distribution functions are clearly 
observed in (a). Of course, an integral of the distribution function 
along the energy axis is positive and areas with negative distribu-
tion functions can be reduced by adopting a finer grid. On the 
other hand, in the case of the proposed methods, the distribution 
function is non-negative everywhere, even with the same grid. 
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I. INTRODUCTION

Phase-Change Memories (PCM) are today considered the
most mature among novel non-volatile memory technologies.
PCM rely on the reversible and rapid phase transition between
the amorphous and crystalline phases of chalcogenide materials
such as Ge2Sb2Te5 (GST225). The ability to alter the con-
ductance levels in a controllable way makes PCM devices par-
ticularly well-suited for synaptic realizations in neuromorphic
computing [1] [2] [3]. The PCM devices are currently being
investigated as building blocks for neuromorphic circuits [4].
A key attribute that enables this application is the progressive
crystallization of the phase-change material and subsequent
increase in device conductance by the successive application
of appropriate electrical pulses. We studied by simulation the
progressive crystallization of GST225 PCM. The simulations
are realized with a dedicated tool that relies on the coupling
of the Phase Field Method (PFM) with an electro-thermal
solver [5]. The devices studied are GST225 state-of-the-art PCM
devices. The simulations presented in this work were compared
to electrical results and show a qualitative agreement for the
simulated conductance evolution during the first recrystallization
pulses. Our model allows understanding the mechanims of
recrystallization during set pulses and consequently can help
controlling the intermediate states of resistance of PCM devices.

II. A SOLVER FOR PCM COUPLING THE PHASE-FIELD
METHOD WITH AN ELECTRO-THERMAL MODEL

The finite element electro-thermal solver coupled with the
PFM was already presented [5] and we just give here a reminder
of its main features. The PFM relies on an order parameter η
representing the local crystallinity of PCM material (η=1 in the
crystalline phase and η=0 in amorphous phase). Time evolution
of η is governed by the Allen-Cahn equation (1) and corresponds
to the reduction of the total energy of the system composed of
free-energy of bulk phases and energy of interfaces between
phases [6].

∂η

∂t
= −Lη

(
∂f(η, T )

∂η
− κ∇2η

)
(1)

f(η, T ) is a local free-energy density for which we use the
expression proposed by [7]. Phase change mechanisms that
occur during the PCM operations generally involve concurrent
nucleation and growth. Our nucleation model already presented
[8] relies on the Classical Nucleation Theory (CNT) [9]. Our
approach is to introduce nucleation model as a complementary
entity from the PFM equation and to have two algorithms

which alternate, one for nucleation and one for growth and
coarsening corresponding to the advance of equation (1). During
the nucleation steps, critical nuclei are introduced into individual
cells randomly.

An ohmic model approach is used to simulate the electrical
behavior of the PCM cell. The electro-thermal solver relies on
the coupled system of partial differential equations formed by
the current conservation equation and the heat transfer equation.

∇ · (−σ∇V ) = 0 (2)

The heat equation in the PCM material includes the energy
exchange due to the latent heat of melting.

ρCp
∂T

∂t
+∇ · (−kth∇T ) = σ(∇V )2 + L

dh

dη

∂η

∂t
(3)

where σ, ρ, Cp, kth and L stand for the PCM electrical
conductivity, density, heat capacity, thermal conductivity and
latent heat of melting and h is a smooth interpolation function.
For PCM, σ and kth depend on η and T . More precisely,
σ is implemented using a state variable with four possible
values (crystal, liquid, amorphous with high or low electrical
resistivity) and takes into account electronic switching. The
amorphous phase is electrically in the off-state if the local
electric field is lower than a threshold electric field (Eth) and
switches to the on-state if the local electric field becomes higher
than Eth [10]. The system of previous equations is discretized
using the Finite-Element method with the Partial Derivative
Equations interface of COMSOL multiphysics R© [11].

III. SIMULATION AND MEASUREMENT RESULTS AND
DISCUSSION

We performed experiments on a GST-based PCM array. The
memory array consists of 16kbit single bank built on 28nm
CMOS technology front end on 300mm wafer. The selector
devices are MOS transistors with thin oxide. The PCM resistor
is a GST225 PCM device integrated into the LETI Mem-
ory Advanced 300mm Demonstrator (Fig. 1). The electrical
measurements were carried out with an Agilent B1530 [12].
First a reset pulse is applied, which leads to a full reset state
(R > 106Ω). Next a series of 20ns\10µs\20ns (rise\width\fall
times) were delivered to the cell. The selector gate is used to
control the current. Two regimes were studied: a high current
regime (Ih = 120µA) and a low current (Il = 25µA). After
each pulse, the resistance of different 10 devices is averaged and
plotted in Fig. 2. As can be seen the conductance (G) increases
firstly linearly (pulses < 20 − 30) and then saturates when
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Fig. 1: Illustration of the PCM device.

additional pulses are applied. This can be partially explained
by the drift of the amorphous phase that happens during the
period between successive set pulses.

Fig. 2: G versus number of pulses - left: for 350 pulses - right:
for the first fifteen pulses.

Starting from a device with an amorphous dome obtained
by the reset pulse simulation, we have qualitatively reproduced
the progressive increase of conductance associated to low and
high current set pulses. The mechanisms of recrystallization can
be nucleation or growth dominated depending on the set pulse
characteristics. Our simulations clearly indicate a nucleation
dominated mechanism in the conditions of our set pulses. As

Fig. 3: comparison of G by simul. versus elect. charact. for the
two first pulses.

plotted in Fig. 3, the increase of conductance associated to
each set pulse is reproduced by the simulation for the two first
pulses. For more pulses, the simulation model overestimates the
increment of conductance because currently it does not integrate
the drift phenomenon which is supposed to counterbalance the
increase of conductance [12].
In the low current regime, neither fusion nor re-amorphization
occurs during the set pulse and increase of conductance is due to
nucleation and growth within the amorphous dome as illustrated
by Fig. 4 b. We hypothesize that the conductivity saturation can
still be ascribed to the counter effect of drift even though no-
reamorphization occurs. For the set pulses with higher current,
the scenario of recrystallization is different because the current
is high enough to trigger the melting of the central part of
the active domain leading to a nucleation rate maximal in
the periphery of the melted domain as visible in Fig. 5. As

indicated by the simulation (Fig. 4 c), the high current regime
corresponds to a re-amorphization of the GST mushroom core,
while the surrounding GST slowly nucleates, leading to the
increase of conductance. It can be shown that in this scenario,
the conductivity saturation can be fully explained by the counter
effect of resistance drift of the amorphous, which tends to lower
the conductance after each pulse [12].

(a) after Reset (b) Reset then Set Low (c) Reset then Set High

Fig. 4: Two crystallization regimes for Set Low and Set High
pulses: crystalline phase(purple red), amorphous phase(blue).

(a) Temperature (b) State (c) Nucleation Rate

Fig. 5: Pulse Set High t=400ns b) the yellow domain corre-
sponds to the melted PCM c) nucleation rate is maximal on the
periphery of the melted domain.

IV. CONCLUSION

The progressive crystallization that occurs during the suc-
cessive application of set pulses was studied by electrical
characterization and simulation. Insight on the real mechanims
of crystallization is obtained by coupling Joule heating, diffusion
of heat and a phase change model. We reproduce and explain the
two different regimes of recrystallization corresponding to set
low and set high pulses evidenced by electrical characterization.
Thanks to this model the hypothesis that drift counterbalances
the increase of conductance during the progressive application
of set pulses is confirmed. This work paves the way to a better
control of the set pulses to be used to generate predefined
conductance levels in the PCM for neuromorphic computing.
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Abstract—A time-dependent discontinuous Galerkin method
for the numerical solution of the Liouville-von-Neumann equation
for the analysis of quantum transport in nanoelectronics and
nanophotonics systems in center mass coordinates is presented.
With this methodology, a further increase in computation effi-
ciency is achieved compared to conventional methods, particu-
larly when considering large-scale problems.

Index Terms—computational nanotechnology, numerical meth-
ods, quantum transport, von-Neumann equation, Quantum Li-
oville type equation.

I. INTRODUCTION

Recently, a method for the analysis of the carrier transport
within quantum devices was proposed that starts from the
Liouville-von Neumann equation in center-mass coordinates
and applies a Finite Volume (FV) method for the spatial
approximation [1]. After an expansion of the density matrix ac-
cording to predefined eigenfunctions, an equation is obtained,
which corresponds to the conventional Quantum Liouville
Equation (QLE). With this method, also called Quantum
Liouville type equation (QLTE), suitable boundary conditions
are incorporated by the introduction of a complex potential.
The latter approach is essential to obtain physically mean-
ingful results [1]. Alternatively, instead of choosing the FV
technique, an implementation applying Finite Element (FE)
techniques would be conceivable. For time-dependent prob-
lems, it must be noted that FV schemes or even conceivable
FE techniques require the solution of large equation systems.
Thus, such algorithms are exceedingly computationally expen-
sive. Alternatively, discontinuous Galerkin (DG) methods have
proven themselves in fluid dynamics as for example, which
bypass the solution of equation systems and instead allow a
computation via parallelizable matrix-vector multiplications.
Due to the mathematical relationship of the initial master
equations, e.g. Navier-Stokes equations and QLTE, the DG
method is also a suitable technique for the approximation
of QLTEs. This algorithm is presented, validated and the
computational efficiency is evaluated.

II. DISCONTINUOUS GALERKIN APPROACH

For demonstration purposes, the DG approach is presented
based on a one-dimensional problem. The framework is the
Liouville-von-Neumann equation (LVNE) utilizing a spatially

constant effective mass Hamiltonian and Hartree-Fock po-
tential [2], [3]. The LVNE is then transformed into center
mass coordinates χ and ξ. The von-Neumann in center mass
coordinates reads as
∂

∂t
ρ(χ, ξ, t) = i

ℏ
m

∂

∂χ

∂

∂ξ
ρ(χ, ξ, t)− i

q

ℏ
B(χ, ξ, t)ρ(χ, ξ, t).

(1)
Here, ρ denotes the statistical density matrix and the term
B(χ, ξ, t) contains the Hartree-Fock potential. Next, the com-
putational domain Ωξ within the interval [−Lξ

2 ,+
Lξ

2 ] is sub-
divided into cells. Eq. (1) is approximated with respect to
the coordinate ξ utilizing an equidistant grid with Nξ cell
points. The resulting relation is conceptually characterized by
matrices A and G, both showing a dimension of Nξ x Nξ:

∂

∂t
ρ(χ, t) = A

∂

∂χ
ρ(χ, t)−G(χ, t)ρ(χ, t) (2)

Ultimately, a basis transformation is required to allow a dis-
tinction between forward and backward propagation of waves.
Thus, basis vectors Φn together with their corresponding
expansion coefficients cn are introduced. The basis vectors
are orthonormal, such that Φ†

n ·Φm = δn,m. Accordingly, the
transformation

c(χ, t) = Φ† · ρ(χ, t) (3)

is applied with Φ containing the basis functions Φn. Exploit-
ing this transformation, the QLTE

∂

∂t
c(χ, t) = Φ†AΦ

∂

∂χ
c(χ, t)−Φ†G(χ, t)Φ · c(χ, t) (4)

is obtained, with Λ = Φ†AΦ being a diagonal matrix con-
taining the eigenvalues of A. To solve (4), an approximation
in χ-direction is needed. For this purpose the DG concept is
applied, whereas the computational domain Ωχ resides in the
interval [0, Lχ]. To account for a discrete solution for each
element k in the χ-direction, test functions li(χ) must be
introduced. Consequently, (4) is multiplied with each of the
defined test functions. The resulting relations are integrated
with respect to χ for each element k defined in the domain
[Dk] = [χk

l , χ
k
r ], where χk

l and χk
r are the coordinates on the

left and right edge of each element, respectively. As for stan-
dard FE approaches, a stiffness matrix Sk and a mass matrix
Mk are introduced. In contrast to these standard approaches a
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single-valued numerical flux fk,∗j (χ, t) is introduced to ensure
the stability of the DG scheme and to establish the coupling
between elements. For this purpose, (4) is integrated twice
utilizing Green’s theorem to arrive at the so called local strong
formulation

Mk∂tc
k
j − Skfk

j
+Mk

Nξ∑

m=1

diag(Gk
jm)ckm

=

∮

∂Dk

(fkj (χ, t)− fk,∗j (χ, t)n̂l(χ). (5)

Contrary to hydrodynamics, within quantum transport prob-
lems, the reactive part dependent on the matrix diagGk

jm

corresponding to the drift term B must be considered when
evaluating (5). For demonstration purposes, an upwind flux is
chosen to account for the forward and backward waves. Its
values are defined as∮

∂Dk

(fkj (x, t)− fk,∗j (x, t))n̂(Mk)−1l(x)

=

(
λj − |λj |

2

)
n̂−r [[u]]r −

(
λj + |λj |

2

)
n̂−l [[u]]l.

Here n̂−r/l denotes a vector pointing to the corresponding
direction on the element’s edge and [[u]] indicates an upwind
flux. λj corresponds to the diagonal elements of the matrix Λ,
as already introduced.

III. VALIDATION AND COMPUTATION EFFICIENCY

To validate the approach, a RTD with a valence band energy,
according to the schematic overview in Fig. 1, with a double
barrier potential is chosen.

GaAs

d=5 nm w=5 nm

E

z

GaAs

0 nm 60 nm

A
lG

a
A

s

A
lG

a
A

s

GaAs

d=5 nm

Fig. 1. Structure of a RTD with a valence band energy profile [4].

The density matrix is calculated for the thermal equilibrium.
Additionally, a flatband case is assumed. The result for the
absolute value of the statistical density matrix is shown in
Fig. 2.

Fig. 2. Absolute value of the statistical density matrix ρ.

The result is in good agreement with the result shown
in [4]. However, when upwind fluxes are applied, an error
occurs typically, as explained in [4], which leads to minor
deviations compared to [4]. With a finer discretization in χ-
direction the error converges to zero. Finally, the DG scheme
is conceptually suited for solving the QLTE.
To demonstrate the computation efficiency, computation times
of the DG-approach are compared to those of an FV-approach.
As discussed, particularly the transient solution is of interest.
To allow for an objective comparison, the average computation
time for each time step for the transient solution will be
calculated. The number of discretization elements has a major
impact on the computation time. Accordingly, the number of
Nξ-elements will be varied for both algorithms between 50
and 350, in 50 block increments. All other parameters remain
untouched.
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Fig. 3. Time comparison DG and FV for different ξ-elements

As can be concluded from Fig. 3, the computation time
of the Finite Volume scheme shows an exponential-like in-
crease depending on Nξ, whereas the computation time of
the DG scheme increases proportionally to the increase of
Nξ-elements. Finally, the DG scheme is shown to be more
efficient than conventional methods enabling the analysis of
larger scale problems.
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Abstract 

In this work, we propose an efficient method to simulate 

a partially tilted vertical NAND string. The entire device is 

divided into several sub-devices. Each sub-device can have 

either a 2D mesh or a 3D one. The proposed method is 

applied to cases with and without structural deformation. It 

has been numerically demonstrated that the simulation 

becomes much more efficient with the hybrid 2D/3D mesh, 

while there is no loss of accuracy.  

Introduction 

Recently, as the demand for high storage NAND flash 

memory in various fields increases, major manufacturers 

are making efforts to increase the number of stacked layers 

in the vertical direction [1]. Channel holes are formed 

through a high aspect ratio etching process, and 

undesirable geometrical deformation occurs in this process 

[2]. In order to minimize the negative impact of structural 

deformation, most manufacturers have adopted the multi-

stack process [3,4]. However, in the multi-stack process, a 

misalignment between two stacks may occur as shown in 

Fig. 1. Due to such a misalignment, the 3D NAND string 

is locally tilted. Performance of a 3D NAND Flash memory 

string can be predicted by the quasi-2D simulation using 

the cylindrical coordinate system. However, if the rotation 

axis offset occurs due to the misalignment mentioned 

above, the quasi-2D simulation is no longer available. In 

this case, it is appropriate to perform the full 3D simulation, 

but the full 3D simulation suffers heavily from a high 

computation burden.  

In this work, we propose an efficient method to simulate 

partially deformed structures. A 3D mesh is used for a part 

with structural deformation from the rotationally 

symmetric structure. For all other parts away from the 

structural deformation, 2D meshes are adopted for 

efficiency. As an example, the proposed method is applied 

to a locally tilted vertical NAND string. 

Device Structure and Simulation Methodology 

An in-house device simulator has been newly developed 

from scratch to support a hybrid 2D/3D mesh. In order to 

show the feasibility of using a hybrid 2D/3D mesh, a 

cylindrical 3D device with two control gates and 

source/drain contacts is tested. Figure 2 shows the device 

structure used in the simulation. The silicon channel radius 

and insulator thickness are assumed to be 10 nm and 2 nm, 

respectively. Source/Drain doping is about 1020 cm-3 and 

an intrinsic channel is assumed. The entire device is 

divided into three sub-devices. Each sub-device can have a 

2D mesh or a 3D one. The Poisson equation and two 

continuity equations are solved for these sub-devices, and 

as a result, the solution variables and the I-V characteristics 

can be obtained. 

One of the most important things in this work is to 

connect adjacent sub-devices, and the method is as follows. 

First of all, we need to compute the interface points 

between adjacent sub-devices. In the case of a 2D/2D 

interface or a 3D/3D one, interface points can be found in 

a relatively simple way using vertex positions. In the case 

of a 2D/3D interface, a point in the 3D mesh is connected 

to a point in the 2D mesh by finding the radius from the 

position information. After that, for each sub-device, the 

Poisson and two continuity equations are implemented 

using its own mesh. Finally, the equations implemented in 

adjacent sub-devices are merged using the interface 

information calculated in advance.  

Result and Discussion 

When the entire device in Fig. 2 is divided into three sub-

devices, 8 different cases occur in total. Among them, the 

electrostatic potential profile for three representative cases 

is shown in Fig. 3. Figure 4 shows the I-V characteristics 

calculated for 8 cases made with 3 sub-devices. The drain 

voltage is 0.1V and the lower control gate voltage (VCGL) is 

fixed as 1.0 V. Then, the drain current is calculated as a 

function of the upper control gate voltage (VCGU). For this 

rotationally symmetric structure, the quasi-2D/quasi-

2D/quasi-2D case, which is calculated in the cylindrical 

coordinate system, yields the most accurate result. The 

3D/3D/3D result is the most inaccurate result among all 8 

cases, and the error is originated from a finite number of 

points along the angular direction. Figure 5 shows the 

elapsed time normalized to that of the quasi-2D/quasi-

2D/quasi-2D case, when 1.0 V is applied to the upper 

control gate. It is confirmed that the elapsed time required 

to solve the coupled set of equations increases rapidly as 

more 3D meshes are introduced. Figure 6 shows a part of a 

vertical NAND string with a local tilt, originated from the 

misalignment between stacks. Our method can be applied 

even when an offset of the rotation axis occurs. Figure 7 

shows the entire device used in the simulation. Although 

the 3D simulation should be performed for the tilted part, 

the quasi-2D simulation is possible for the parts away from 

the structural deformation. In the case of a misalignment 

between the upper and lower stacks, the electrostatic 

potential and the carrier densities may be rotationally 

asymmetric in the space near the offset. To alleviate such 

an asymmetry effect, the central sub-device includes also 

some buffers. Figure 8 shows the electrostatic potential 

calculated using the quasi-2D/3D/quasi-2D sub-devices 

when the offset is 0, 5, 10, or 15 nm. Figure 9 shows the 

drain current as a function of the rotation axis offset. The 

drain current decreases as the offset increases. 

Conclusions 

In conclusion, we have proposed and verified a method 

that enables an efficient simulation of a hybrid 2D/3D 

mesh without loss of accuracy.  
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Figure 1. Misalignment between upper and 

lower stack [5]. A locally tilted 3D NAND 

string is observed.  

Figure 2. Simulated device structure. It has 

two control gates and source/drain contacts. 

The entire structure is divided into three 

sub-devices. 

Figure 3. Electrostatic potential of three 

representative cases. (a) Quasi-2D/quasi-

2D/quasi-2D, (b) quasi-2D/3D/quasi-2D, 

and (c) 3D/3D/3D. 

 

 
 

 

Figure 4. Calculated I-V characteristics of 

the eight cases. The applied drain voltage 

and the lower control gate voltage are 0.1 V 

and 1.0 V, respectively. 

Figure 5. Elapsed time normalized to the 

quasi-2D/quasi-2D/quasi-2D case. 2 and 3 

in x-axis represent the quasi-2D and the 3D, 

respectively. Relative error of the drain 

current is also shown. 

Figure 6. (a) 3D structure and its (b) cut 

plane of a device which has vertically 

stacked control gates with rotation axis 

misalignment. 

 
 

 

Figure 7. Simulated tilted device structure. 

In the case of the tilted device, some 

buffers are added for the central 3D region. 

Figure 8. Electrostatic potential obtained 

by the nonlinear Poisson equation. The 

quasi-2D/3D/quasi-2D sub-devices are 

sued. The offset varies from 0 nm to 15 

nm. 

Figure 9. Drain current as a function of the 

rotation axis offset. The applied voltage of 

VDrain , VCGL , and VCGU  is 0.1 V, 1.0 V, 

and 1.0 V, respectively. 
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Abstract — Devices based on 3D configuration by using a 
vertical topology are being considered as the next step to improve 
electronic devices and circuits performance. A new IC distribution 
has been proposed by stacking devices to implement a CMOS 
inverter using Sentaurus 3D TCAD. We have also explored their 
feasibility to implement a 5-stages ring oscillator circuit. 

I.  INTRODUCTION 

The continuous MOSFET’s scale down is looking for the 
improvement of the throughput of integrated circuits (IC). One 
of the most relevant breakthroughs for next generation of 
electronic devices is its implementation in vertical topology. 
Beyond 10 nm nodes, a fully gate-all-around (GAA) 
configuration is necessary to improve the device throughput to 
obtain a better control over channel conduction; in this case 
nanowire-based FET (NW) is a promising device candidate. Its 
fully 3D configuration implies a relevant mitigation of the short 
channel effects (SCE) [1], which in turn implies a significant 
reduction in device variability. Additionally, vertical topologies 
(vNW) have demonstrated larger scalability than lateral ones 
[2], outperforming FinFET architectures in terms of speed and 
power consumption [3]. These devices are less restricted on gate 
length and spacer thickness, as their vertical orientation allows 
certain design relaxation [4]. Vertical structures are gaining 
relevance because they are very interesting to implement low-
power circuits and bio-sensors [5]. In this context, IRDS 2021 
forecast [6] states that stacking p- and n-devices is a valid 
proposal for the future of electronic circuits. Monolithic 3D 
approximation explores by stacking planar MOSFETs in vertical 
to reduce both area foot-print and power consumption [7]. In this 
sense, we explore an original proposal to implement an IC by 
stacking both devices (p and n) in the same vertical nanowire 
structure, reducing the area footprint and enhancing circuit 
throughput. 

II. SIMULATION FRAMEWORK 

The whole circuit structure and its behavior have been 
simulated by using Sentaurus 3D TCAD software [8], which 
allows us to analyze different relevant factors; e.g. structure, 
physical aspects (electric field, current flow) and electrical 
behavior. As prove of concept of our circuit implementation 
proposal, we have simulated a CMOS inverter, due to its 
simplicity. Fig. 1.a presents a sketch of our circuit proposal 
topology, by stacking the pMOS device over the nMOS one 
with the output terminal between both devices. The source 
terminal is connected to the bulk and at ground level. The 
supply voltage (VDD) of the inverter is connected at the top of 
the silicon pillar. For simulation simplicity, all design 
parameters of the circuit have the same starting value stated at 
30 nm. The core IC structure consists of a vertical silicon nano-

pillar of 30 nm of diameter. A gate dielectric layer with an 
equivalent oxide thickness (EOT) of 2 nm has been selected to 
cover the region dedicated to the device channel. For the ground 
contact of the CMOS inverter (GND) we deposit a 10 nm Nikel 
layer. For the metal layers surrounding the pillar as a GAA 
device, i.e. output and inputs, are based on Tungsten (W). All 
the interconnections and contacts are implemented by using 
Aluminum layers. Note that taking into account that the 
dimensions of the structure are always at the range of tens of 
nanometers, the Hydrodynamic and Quantum Potential models 
have been used to achieve a more realistic behavioral study.   

This CMOS inverter proof-of-concept study is based on the 
simulation of conventional MOSFET device, based on p and n 
junction regions. The pillar is patterned from a bulk p-type 
silicon substrate, boron-doped with a doping level of 1.0x1015 
at cm-3. Fig. 1.b presents a cross-section with the different 
regions of the stacked devices. In between the pMOS and 
nMOS devices, in the middle there is the output terminal. It is 
worth to mention that to isolate both devices there is a low 
doped (1x1015 at cm-3) middle region (LDMR) of 10 nm to 
ensure a negligible leakage through both devices. For 
simplicity, both electrodes are equally phosphorous-doped with 
S/Dimplant = 1x1020 at cm-3 with a constant doping along the 
source and drain regions. The p- and nMOS devices should be 

 

 

Figure 1.  a) 3D TCAD structure of the simulated CMOS inverter schematic. 
b) Circuit cross-section of the stacked CMOS inverter proposal.  

a)

GND Vout VDD Vin
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well balanced to allow both devices operate in all regimes; for 
this reason, the nMOS channel doping is 1x1018 at cm-3. To 
extend the application of this device fabrication strategy, a 5-
stage ring oscillator (ROSC) will be simulated as well. Their 
structure is based on the reference inverter reproduced 5 times 
to achieve the final 5-stage ROSC. Its feasibility will be analysed 
by considering the output frequency as a main parameter. 

III. FEASABILITY OF THE IC STACKED PROPOSAL 

First, seeking to verify the functionality of our stacked 
inverter proposal, we have analyzed its suitability in transient 
regime. So, a pulsed signal is applied to the input terminal (Vin), 
and we expect the opposite signal at the output terminal (Vout). 
Thus, Fig. 2.a shows that the behavior of our IC proposal is 
correct and the expected inversion is obtained. Afterwards, the 
stacked IC proposal has been evaluated in DC regime to obtain 
the voltage characteristic curve (VTC). Fig. 2.b shows the 
inverter performance in DC regime, by proving the well design 
of both devices and the good behavior as digital gate. Moreover, 
we have analyzed its suitability at a wide VDD range, from 0.2 
to 1.2V; and our proposal presents a promising behavior even 
at ultra-low VDD in corroboration with [9], by proving that vNW 
presents a relevant applicability at this supply levels. This 
performance can highlight the usefulness of this proposal into 
low power consumption environments, interesting for the 
Internet of Things (IoT) and bio-sensors. 

IV. EXTENSION OF THE USEFULNESS OF STACKED APPROACH 

A clear extension of our proposal implementation is its use 
as a ring oscillator circuit (ROSC), where a chain of CMOS 
inverters are connected in a row. In terms of manufacturing 
process, it should not involve a relevant difficulty for our stacked 
proposal implementation, because this chain of inverters could 
be manufactured in an array configuration, what involves an 
easy fabrication process. Fig. 3.a presents a cross-section of the 
proposed 5-stages ROSC structure based on stacked 

configuration simulated by 3D TCAD. To implement this 5-
stages ROSC we have used 5 nanopillars for each stacked 
CMOS inverter, instead of a single vNW in order to simplify the 
IC structure. Note that stacking ten devices in a single nanopillar 
could involve a relevant threat in terms of structure stability, as 
it would need to make all the process with an almost 1 µm pillar 
height. However, although this proposal is not so aggressive in 
terms of area foot-print, it would entail a relevant area reduction 
in front the classic approach. Fig. 3.b presents the output signal 
of the reference ROSC proposal, and a proper oscillating output 
signal is obtained with a frequency about 20GHz. It is worth to 
mention that by modifying the device dimensions, we can tune 
the output frequency in our convenience. 

V. CONCLUSIONS  

We present a suitable novel approach to implement CMOS 
integrated circuits. The basis of our proposal is to stack two 
devices in a vertical nanopillar. To prove their feasibility, we 
have simulated a CMOS inverter as proof-of-concept. This 
proposal entails a relevant reduction in area foot-print by 
exploring the use of extreme 3D topology, in front of using the 
conventional proposal of two devices in parallel. We have 
analyzed the structure behavior by using 3D TCAD Sentaurus 
numerical simulations. To extend the usefulness of this new 
manufacturing strategy we have also explored the 
implementation of a more complex circuit, a 5-stages ROSC. 
From the simulations we have observed a proper behavior of 
this circuit. This new manufacturing proposal exposed in this 
contribution can entail a relevant benefit for the semiconductor 
industry in terms of area foot-print reduction and throughput. 
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Figure 2.  Study of the feasability of the CMOS inverter based on the stacked 
IC implementation proposal, by studing it in transient (a) and DC (b) regimes. 

 
Figure 3.  Extension of the stacked IC implementation proposal by 
simulating a 5-stages ROSC cross-section (a). Simulation of the impact of 
the b) pillar diameter.  
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A comprehensive on-current variability
Pelgrom-based model for FinFET, NWFET and

NSFET transistors
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CiTIUS, University of Santiago de Compostela, Spain (∗e-mail: julian.garcia.fernandez2@usc.es)

THE scaling of semiconductor devices is essential for the
progress of the electronic industry, but their small size

requirements make them more vulnerable to different sources
of variability. The metal grain granularity (MGG) and the line
edge roughness (LER) are two of the variability sources that
have the greatest impact on state-of-the-art transistor architec-
tures [1]: nanowire (NW) FETs, FinFETs, and nanosheet (NS)
FETs. TCAD is commonly used in variability studies since,
to obtain statistical significance, we require the analysis of
a large number of samples. The computational cost of on-
region variability studies can be prohibitive because either
quantum-corrected Monte Carlo, or full quantum simulations
are necessary to properly capture non-equilibrium transport
effects. For this reason, new strategies are needed to reduce
computational times of statistical studies [2], [3].
In this work, we propose a novel Pelgrom-based predictive
(PBP) model to estimate the impact of variability on the
on-current standard deviation (σIon) due to MGG and LER
variabilities. The Pelgrom’s Law [4] states that the standard
deviation of a figure of merit is proportional to the inverse
square root of the effective gate area, defined as the product
between the gate length (L) and the effective gate perimeter
(W ) [5], [6]: σIon = Ai√

LW
. The Ai is the on-current matching

factor, which is determined by the contributions of all possible
sources of transistor variations [7]. We have developed two
models based on Pelgrom’s Law, one for MGG and other
for LER variability, applying them to the three architectures
shown in Fig. 1. To validate the PBP model we have used data
published by different authors [8], [9], [10], [11] combined
with simulations that were done for this study using quantum
corrected Monte Carlo methodology in VENDES [12] tool.
MGG depends on the average metal grain size (GS), which
is determined by the annealing temperature used in the gate
deposition process [13] (see Fig. 1(c)). To develop the PBP
model for MGG variability, we assume that MGG is the sole
contributor to transistor variations, and therefore Ai = Amgg .
Also, we assume that σIon must depend linearly on the
GS [8], [10], leading to the PBP model for MGG:

σIon = Amgg
1√
LW

= θmgg
GS√
LW

(1)

We define the θmgg as the on-current mismatch for MGG,
which is a technological parameter that states how the variabil-
ity impacts on a certain architecture, and once is determined,
the σIon could be predicted for any device dimensions at
any GS. The PBP model plots for MGG are shown for the
three architectures in Fig. 2(a)-(c). The minimum sample size

used for each set of simulations is 300 in order to obtain
statistical significance. The black line is the reference line
that denotes the fitting of the model, where the error bars
correspond to 10% of the relative error with respect to the
simulated data, a tolerance that we consider acceptable. As
can be seen, the majority of the predictions are inside the 10%
margin. Table I presents the predicted (σIPon) and simulated
(σISon) on-current standard deviations together with the relative
error (σr) between them, the GS, the θmgg , and dimensional
information of the devices (LW ). The estimations outside the
10% margin of error are highlighted in bold in the table, and
are due to the saturation of the standard deviation in devices
with small LW and large GS (i.e. NWFET L=10nm with
GS=7 nm and 10 nm), this phenomenon is described in [14].
LER variability is reproduced in TCAD studies using the
Fourier transform of the Gaussian spectra [15] (see Fig. 1(b)),
depending on two parameters: the root mean square (∆, depth
of the roughness) and the correlation length (Λ, propagation
of the roughness). In this case, the LER is the sole contrib-
utor to variability Ai = Aler. Also, we assume that σIon
increases linearly with ∆, depending on the square root of the
product between the device width (w) and a function of Λ

(f(Λ) = Λ · (1− e−
√

L
Λ )). Thus, the PBP model for LER will

be as follows:

σIon = Aler
1√
LW

= θler ·∆
√
f(Λ) · w
LW

(2)

The θler will be the on-current mismatch for LER, is a
parameter that states the dependence of variability due to an
architecture, and once is fixed, the estimation of σIon could be
done at any dimensions (L,W,w), ∆, or Λ. The PBP model
plots are shown in Fig. 2(d)-(e) for NWFET and FinFET due
to LER induced variability, respectively. Also, in Fig. 2(f) we
show a comparison between the simulated and predicted σIon
due to LER variability, together with the shaded region where
the deviations are lower than 10% from the expected value for
the 22 devices studied. We can see a good match between the
predicted and the simulated data for different values of ∆, Λ,
different dimensions, and architectures.
In conclusion, we have presented an on-current variability
prediction model for MGG and LER based on Pelgrom’s
Law. It has been tested for three state-of-the-art architectures,
with prediction errors lower than 10% in the 96% of the
cases. Therefore, the PBP model is a simple, fast, and reliable
strategy to estimate the impact on the transistor performance
of a certain source of variability. This model could be useful
to predict the impact of variability on future technology nodes.
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Figure 1: Scheme of a (a) NWFET not affected by any
variability source, (b) FinFET affected by LER variability,
and (c) NSFET affected by TiN MGG with two gate work-
functions (ϕM ).

Figure 2: Pelgrom-based predictive (PBP) plots for MGG variability for three state-of-the-art different arquitectures: (a)
NWFET, (b) FinFET, and (c) NSFET. PBP plots for LER variability for (d) NWFET, (e) FinFET. Also, in (f) is shown
a comparison between data predicted with the PBP model and the simulated data due to LER. The gate length L of the
devices, together with the variability parameters (GS for MGG, ∆ and Λ for LER), are also shown.

Table I: Predicted (σIPon) vs. simulated (σISon) on-current
standard deviations, at different GS for each architecture.
In the table we also list the on-current mismatch θmgg , the
gate effective gate area (LW ), and the relative error σr. The
simulations done for this work are referenced with *.

N
W

FE
T

GS σIPon σISon θmgg = 120 nA/nm
[nm] [A/m] [A/m] σr L×W [nm2] Ref.

3 23.8 25.0 -4.8% 10.0×22.8 [10]
11.5 12.5 -8.0% 22.0×44.9 [10]

5 39.7 42.5 -6.6% 10.0×22.8 [10]
19.1 19.0 +0.5% 10.0×35.2 [9]
32.0 33.0 -5.3% 22.0×44.9 [10]

7 55.6 47.7 +16.6% 10.0×22.8 [10]
26.7 26.3 +1.5% 22.0×44.9 [10]

10 79.5 67.7 +17.4% 10.0×22.8 [10]
38.2 42.4 -9.9% 22.0×44.9 [10]

Fi
nF

E
T

GS σIPon σISon θmgg = 192 nA/nm
[nm] [A/m] [A/m] σr L×W [nm2] Ref.

3 14.9 15.0 -0.7% 25.0×60.0 *
16.3 16.3 +0.0% 12.0×105.0 *

5 52.7 58.6 -8.4% 10.7×30.0 [8]
24.9 24.9 +0.0% 25.0×60.0 *
27.1 27.1 +0.0% 12.0×105.0 *

7 75.2 75.9 -0.9% 10.7×30.0 [8]
34.8 36.4 -4.5% 25.0×60.0 *
38.0 35.3 +7.6% 12.0×105.0 *

10 107.4 105.9 +1.4% 10.7×30.0 [8]
49.7 47.1 +5.5% 25.0×60.0 *
54.2 53.3 +1.7% 12.0×105.0 *

N
SF

E
T

GS σIPon σISon θmgg = 191 nA/nm
[nm] [A/m] [A/m] σr L×W [nm2] Ref.

3 15.8 15.2 +3.9% 12.0×110.0 [11]
10.5 11.4 -7.9% 18.0×165.3 *

5 26.3 25.0 +5.2% 12.0×110.0 [11]
17.5 16.5 +6.1% 18.0×165.3 *

7 36.8 36.5 +1.0% 12.0×110.0 [11]
24.5 24.8 -1.2% 18.0×165.3 *

10 52.6 52.3 +0.7% 12.0×110.0 [11]
35.0 32.8 +6.7% 18.0×165.3 *
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Abstract—We propose a novel Forked-Contacts, Dynamically-

Doped Multigate transistor as ultimate scaling booster for both Si 

and 2D materials in aggressively-scaled nanosheet devices. Using 

accurate dissipative DFT-NEGF atomistic-simulation 

fundamentals and cell layout extrinsics, we demonstrate superior 

and optimal device characteristics and invertor energy - delays 

down to sub-30-nm pitches, i.e., a 10 nm scaling boost compared 

to the nanosheet MOSFET references, regardless of the material 

system used. This gain is linked to a more compact architecture 

but does not change the material-specific fundamental gate-length 

limit that we also assess here. By switching from Si to 2D materials, 

however, an additional 5 nm reduction in gate length scaling could 

be enabled.  Keywords: CMOS, CGP scaling, Si, 2D materials, 

DFT-NEGF, ab-initio, nanosheet, dynamic-doping 

 

Introduction 

The Dynamically-Doped (D2) Field-Effect Transistor is a 

novel device architecture that scales better than its MOSFET 

nanosheet (NS) counterpart [1], owing to the suppression of 
ungated extensions (spacers) from the device Contacted Gate-

pitch (CGP) equation [1,2] and Fig. 1a. What used to be the NS 

chemically doped extensions are now electrically and 

dynamically-doped by the gate, i.e., a part of the channel. 

Hence, for a given CGP, the channel length L in the D2FET is 

twice the spacer length (LSPACER) longer than L of a standard 

MOSFET, as it benefits from the full distance between the 

source (S) and drain (D) contact pads. The gate length LG value 

could even be larger than L, if the gate would overlap over the 

contact region of length LC (Fig. 1). For a single-gate (SG) 

single-sheet device, this can simply be enabled by having the 
gate contact on the side opposite to the contacts, i.e., using for 

instance a top-contact and an individually back-gated transistor 

[1]. To enable a D2 tri-gate with stacked sheets, however, we 

propose here a doubled forked structure (E2), where the sheets 

are connected to a forked  gate on one side and to forked S & 

D contacts on the other side (Fig. 1). Our simulation results 

show, as expected, that such a multigate E2D2 architecture 

enables a better electrostatic control and improved drive 

current at scaled CGP, especially for Si where the film 

thickness can be relaxed, compared to the SG-D2 transistor. 

We report here on the impact of the multigate E2D2 

architecture innovation on intrinsic-device and loaded-invertor 
performance, when pitch is scaled well below 30 nm using 

accurate dissipative DFT-NEGF atomistic-simulation 

fundamentals and cell-layout extrinsics. The E2D2 architecture 

is benchmarked to NS MOSFETs using both Si and 2 emerging 

2D transition metal dichalcogenide (TMD) monolayer (1ML) 

materials – one, WS2, with predicted fundamental drive similar 

to that of Si, the other, HfS2, featuring an enhanced 

fundamental drive current [1] – as test vehicles. 

 

Methods 

Current – Voltage (ID(VG) , Fig. 2d inset) and intrinsic device 

capacitances (CGi) (Fig. 2b) for Si and 2D TMD E2D2 and 

standard NS references are simulated using our first-principle 

atomistic NEGF solver ATOMOS, including electron-phonon 

scattering [1,2]. From these simulations the intrinsic single-

sheet device fundamental performance vs. CGP can be 
assessed (Fig. 2). For each CGP, a full device optimization is 

made including film thickness (tS) scaling for Si and extension 

doping for the NS. The detrimental impact of quantum 

confinement, including a ballistic ratio decrease due to an 

increase of the electron-phonon wave-function overlap [3,4], 

dark space [5], and source-to-drain direct tunneling are 

included in our quantum transport solver. For computing 

stacked-invertor energy-delay products (Fig. 3), the extracted 

extrinsic capacitance of the cell layout Ccell and the backend-

of-line load, CBK are used (Fig. 1). Ccell values are reported in 

Fig. 4a. The number of stacked sheets (nS) used is computed to 

allow a total stack height of 60 nm for all devices. nS is the 
same for E2D2 and NS of a same material (nS = 4 for Si and 5 

for the TMDs owing to their 1ML thickness of about 0.6 nm 

[1]). The available width for a single sheet, W, in our 5-track 

E2D2 layout cell is 12 nm. The standard NS layout is described 

in [6] and W is 12 nm as well.  

 
Fig. 1 E2D2 device structure. a) Side view schematic of a single-sheet 

multigate conventional NS (Top) and E2D2 transistor (Bottom) with same 

CGP. b) 3D view showing the doubled forked (E2) structure, c) cell layout of 

the 5-track (cell height = 80 nm) E2D2 invertor cell with buried power rail 

(BPR). The technological dimensions, we assumed for this study are indicated 

in the figure. We assumed LG = L. LC = 16 nm, LSPACER = 5 nm. The width of 

an individual sheet is W = 12 nm. The P/N separation is 22nm. For the gate 

oxide, we assumed a 2 nm hafnium oxide with R = 15.6. The gate stack metal 

thickness is 6 nm. The channel (white region in Fig. 1a) is intrinsic. The contact 

regions (in blue in Fig. 1a) are doped. nS = 4 for Si and 5 for 2D. 
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Results 

Owing to its 10 nm extended gate length at same CGP, the 

E2D2 SS and, hence, ION at fixed IOFF are superior compared to 

that of the NS as CGP is scaled below 30 nm for all materials. 

The E2D2 CGi are however larger at fixed CGP, the net effect 

being that the E2D2 optimal intrinsic delay is comparable to 

that of its NS counterpart, but shifted towards smaller CGPs by 

about 10 nm, i.e., 2×LSPACER (Fig. 2). Hence the E2D2 

architecture enables a significant scaling boost. For Si, the 
optimal NS and E2D2 delays are obtained at CGP = 36, and 26 

nm, respectively, i.e., LG = 10 nm and tS = 3 nm in both cases. 

For the 2D materials, a further 5 nm scaling boost is observed,  

and optimal delays are achieved at CGP = 31 and 21 nm for the 

NS and E2D2 respectively, corresponding to LG = 5 nm in both 

cases. For the TMDs the 21 nm E2D2 CGP corresponds to the 

case where CGP is only limited by the contacts (LC and the 

minimum isolation spacing, IS, required to separate subsequent 

pads, assuming IS = LSPACER (Fig. 1)), hence ultimate gate 

scaling has been achieved. Further CGP reduction may still be 

achieved by scaling the contacts. 

 

 
Fig. 2 a) On-current (ION) at fixed IOFF, b) subthreshold slope (SS), c) intrinsic 

gate capacitance (CGi) and d) intrinsic delay - assuming an effective current ieff 

= 0.45 × ION – vs. CGP for Si and for WS2 and HfS2 2D monolayers NS and 

E2D2 architectures from ab-initio - NEGF transport simulations ( the trace of 

the ID(VG) characteristics are in the inset) [1]. For the NS, LG = CGP - LC - 

2×LSPACER, while for E2D2 LG = CGP - LC. LC = 16 nm, LSPACER = 5 nm. ION is 

normalized by the gate perimeter. IOFF = 5 nA/m. VDD = 0.6V.  

 

Next, we investigate the switching energy vs. delay (EDP) of 

high-performance stacked E2D2 and NS loaded inverters for 

different CGPs at various VDD (Fig. 3). For HfS2 E2D2 and NS 

invertors, the optimal EDP is achieved at CGP = 21, LG = 5 nm 

and CGP = 31, LG = 5 nm respectively. We obtain a similar 

result for the WS2 case (not shown here). For Si E2D2 and NS 

invertors, the optimal EDP is achieved at CGP = 26, LG = 10 

nm and CGP = 36, LG = 10 nm respectively. Any further 
attempt to scale CGP by scaling LG beyond this optimal value 

results in significant performance reduction (for the TMD 

E2D2 it is simply not possible to further scale CGP with LG 

scaling). These results further confirm the 10 nm improved 

scalability, we obtained from the intrinsic device performance 

and delays (Fig. 2). The E2D2-invertor improved EDP 

performance compared to that of the NS is mostly linked to the 

reduced CBK owing to CGP scaling.  

This is confirmed in Fig. 4, where the loaded-invertor EDPs 

are shown for the 3 material cases at their optimal CGP and LG 

values with and without CBK included in the load. Regardless 

of the material system used, without CBK (Fig. 4.a), the E2D2 

performance are similar to that of their NS counterparts, while 

they are enhanced when CBK is included (Fig. 4.b) (the E2D2 
and NS devices also share the same optimal LG of 10 nm for Si 

and 5 nm for the TMDs).  

 
Fig. 3 Switching energy vs. delay (EDP) of high-performance stacked E2D2 

and NS inverter cells for different CGP and LG, as indicated in the figures, at 

various VDD (0.4V to 0.7V). The devices are made of a) 1ML-HfS2 with nS = 5 

sheets/device, b) Si with nS = 4 sheets/device and optimized Si thickness tS 

ranging from 3 to 5 nm. The inverters are loaded with the cell layout 

capacitances CCell and a 50 CGP-long metal line with capacitance CBK = 198 

aF/m [7]. IOFF = 5 nA/m.  

 
Fig. 4 EDP of the Si, WS2 and HfS2 stacked E2D2 and NS inverter cells at 

optimal CGP as indicated in Fig. 4b, at various VDD (0.4V to 0.7V). The 

inverters are loaded with a)  Ccell only, its value for each invertor case is 

indicated in the figure, b) Ccell and a 50 CGP-long metal line CBK. IOFF = 5 

nA/m.  

Conclusions 

We proposed a compact E2D2 multigate architecture that 

enables sub-30-nm CGP, i.e., an improved 2×LSPACER pitch 

scaling, compared to a NS reference, owing to the suppression 
of ungated extensions from the CGP equation. This E2D2 

scaling benefits were measured in term of similar intrinsic 

performance and optimal delay but at a 10 nm reduced CGP. A 

similar conclusion was found comparing E2D2 and NS 

stacked-invertor cells. For backend-loaded invertors, the E2D2 

EDP performance is further enhanced due to CGP and, hence, 

CBK reduction. Similar relative benefits were observed 

regardless of the material system used. Compared to Si, a 

mature 2D material technology could potentially further enable 

an extra 5-nm CGP scaling boost, enabled by a smaller LG  both 

for the E2D2 and NS architectures, with same or improved 
performance, if respectively WS2, a material with a 

fundamental drive similar to Si, or HfS2, a higher mobility 

material, were used. 
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Abstract—The performance limits of carbon nanotube field-
effect transistors (CNFETs) based on a recently reported process
are studied by computational techniques at temperatures between
300K and down to 4K. The impact of band-to-band tunneling
(BTBT) and source-to-drain tunneling (SDT) is examined for
devices with varying CNT dimensions through the use of simu-
lations based on the non-equilibrium Green’s function (NEGF)
formalism. Additionally, the case of chemical doping is analysed
in contrast to electrostatic doping recently reported for test
structures.

I. INTRODUCTION

Logic transistors based on carbon nanotubes are promising
candidates for increasing densities and power efficiency over
Si-based CMOS [1], [2]. Recent advances in processing have
enabled the fabrication of CNT devices with competitive
performance and dimensions. Present challenges to further
development of CNFETs call for workflows involving co-
ordinated experimental and simulation efforts. In previous
studies, devices compliant with performance targets for sub-5
nm technologies were demonstrated, and an efficient quantum
simulation framework capable of describing relevant device
physics was developed and demonstrated [3], [4]. Recently,
the accuracy of our simulation approach has been validated
against experimental measurements of devices using top-gate
electrodes to modulate doping in lead extensions [5]. In this
work, we explore the impact of using chemical doping on
electrical characteristics, and the switching performance limits
imposed by SDT in CNFETs with varying temperature, gate
length, and CNT diameter.

II. SIMULATION METHODOLOGY

A coupled mode-space NEGF solver coupled with a ~k · ~p
electronic Hamiltonian is employed to simulate the electrical
properties of CNFETs arranged in arbitrary 3D geometries.
The Q∗ software package enables computationally efficient
simulations of CNFETs including quantum mechanical treat-
ment of elastic and inelastic phonon scattering and electron
tunneling phenomena. Carrier injection is described by mod-
eling Schottky contacts to the CNT [6].

The devices studied in this work are based on CNTs with
diameters of approximately 1 nm and 2 nm, arranged in a
top-gate configuration shown in fig. 1. Boundary conditions
applied to electrostatic equations at the contact metal-CNT
junctions allow explicitly describing their influence on the
electric field throughout the device. Degenerately doped re-
gions along lead extensions are induced either electrostatically,
or chemically, to form carrier reservoirs on both sides of the
channel. Electrostatic doping is realised by top-gate electrodes
placed on top of lead extension regions in order to model
structures fabricated in [5]. Devices with chemical doping are
modeled using a compensating charge density of 1.17 nm−1

homogeneously distributed along the CNT adjusted to match
free carrier densities induced in electrostatically doped de-
vices.

III. RESULTS

Figure 2 shows a comparison of simulated and measured
electrical characteristics of long-channel p-type devices based
on 2 nm diameter CNTs (EG ≈ 0.45 eV), at temperatures
of 300K and 10K. Gate-source bias data from simulations
has been shifted and adjusted by a multiplicative factor in
order to phenomenologically account for non-ideal gate cou-
pling derived from interface traps. We note excellent agree-
ment between experiment and simulation for OFF currents,
ION/IOFF ratio, and the onset of BTBT conduction (VGS & 0
V).

Figure 3 compares the electrical characteristics of devices
using electrostatic and chemical doping at temperatures of (a)
300K and (b) 10K. Devices with chemical doping exhibit
larger ION/IOFF ratios when compared to those electro-
statically doped. The fact that chemical doping potential is
localised within the CNT results in states that favour larger ON
currents and tend to suppress BTBT in OFF states. Figure 3(c)
compares the CNT band profile along the device length for
an OFF state. Chemical doping induces a steeper profile near
source and drain contacts significantly reducing the width of
the barrier holes must tunnel across to enter the device near
the leads Fermi level, resulting in larger ON currents for the
same Schottky barrier height. Conversely, partial screening of
the gate action by chemical doping in the channel results in a
more gradual band profile on either side of the channel, which
suppresses phonon-assisted BTBT that limits OFF current at
300K.

The impact of SDT on the SS at varying gate length,
temperature, and CNT diameter is illustrated in fig. 4. Once
again we find the case of chemical doping to be advantageous:
steeper slopes present in the band profiles near the channel
in electrostatically doped devices result in enhanced SDT. SS
degradation from electrostatic doping is observed for most gate
lengths and temperatures, with largest deviations occurring at
shorter gate lengths and higher temperatures (fig. 4(a)-(b)). A
lower SS found for devices based on 2 nm diameter CNTs at
room temperature is 85 mV/dec for gate lengths of 30 nm or
longer. In contrast, fig. 4(c) shows the case of devices based
on CNTs with 1 nm diameter (EG ≈ 0.85 eV) and chemical
doping. Greater electrostatic control is found to be exerted by
the gate electrode in these devices, where the long-channel SS
reaches the thermal limit of 60 mV/dec at room temperature.
Owing to the intrinsically more favourable electronic structure
of 1 nm diameter CNTs, SDT is significantly suppressed in
these devices, with SS values at room temperature below 65
mV/dec for gate lengths of 10 nm and longer.

IV. CONCLUSION

CNFETs exhibit excellent electrical characteristics promis-
ing suitability for sub-5 nm nodes. However, the full potential
of this class of devices has yet to be achieved through re-
finement of processing techniques and design co-optimization.
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Exploration of design parameters and physical analysis en-
abled by the use of quantum simulations offers insight into
device operation at a wide range of temperatures and down
to a few Kelvin. We find critical performance metrics of
recently reported device designs may be significantly enhanced
to achieve larger ION/IOFF ratios and kBT/q switching at
room temperature for gate lengths of 15 nm or greater. For
low-temperature applications, switching may be improved by
increasing gate lengths up to around 40 nm, after which the
thermal lower limit for SS is reached. Combining advances
in processing with the insight offered by physical simulations
holds the key for driving CNFETs designs to optimal perfor-
mance.
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Abstract 

This paper describes an extraction methodology for seg-

menting the different contributions to interconnect and 

contact driven parasitic capacitance present on a 28nm 

Fully Depleted Silicon On Insulator technology. The 

segmentation was enabled by creating specific test struc-

tures that had been designed, processed, and electrically 

tested across full wafer mappings. A 3D semiconductor 

process model, including capacitance extraction, was sub-

sequently built and calibrated using the statistical distribu-

tion of actual silicon data. Once fully calibrated (< 3% 

mean deviation to actual data), the model was used to un-

derstand the sensitivity of parasitic capacitance to specific 

process/design parameters and to enable Design Technol-

ogy Co-Optimization. 

 

Introduction 

As MOS transistor dimensions continue to decrease, para-

sitic capacitance introduced by source/drain contacts are 

increasing [1] and need to be accurately estimated during 

logic circuit design. Analytical [2-3], 2-D [4] or 3-D 

TCAD models [5] are generally used to estimate the 

fringe capacitances in MOSFET devices, and to under-

stand their relationship with process parameters such as 

gate height or source/drain epitaxy thickness. However, in 

these models, assumptions are made to simplify the ge-

ometry of devices compared to the actual morphology on 

silicon. In this paper, we propose to quantify the parasitic 

capacitance between source/drain contacts and gates on a 

28nm FDSOI MOSFET structure and will do so by using 

a geometrically accurate 3-D virtual process model and 

calibrating it against actual wafer measurements.   

 

Test structure details and electrical-test segmentation 

Six transistor designs were considered with different con-

figurations of channel widths (W) and poly to contact dis-

tances (Po2Co). In all structures, the transistors are isolat-

ed from the bulk substrate to decorrelate the MOS contri-

bution during parasitic extraction. Each transistor design 

is duplicated in two configurations: 

-Configuration A, with poly on shallow trench isolation 

(STI) and source/drain contacts on STI; 

-Configuration B, with poly on STI but without 

source/drain contacts. 

Minimum, median and maximum capacitance values from 

the Gate to the Source/Drain were extracted from a sili-

con-based e-test performed on 98 dies on a wafer.  The 

results are reported in Figure 1 for the two de-embedded 

test structures. The percentage contribution of the contact 

capacitance as a portion of the total parasitic capacitance 

is calculated using the equation [(CA –CB)/CA]. Figure 1 

illustrates that 10-30% of the total capacitance is based on 

the contact contribution, depending on the design consid-

ered. 

Virtual Process Model vs Measured Capacitances  

SEMulator3D® virtual semiconductor process models 

were built in order to better understand the correlation be-

tween process parameter changes and the effect on vari-

ous parasitic capacitances. Three different SEMula-

tor3D® models were considered, as depicted in Figure 2. 

In addition, a standard parasitics extraction procedure 

(PEX) was used as a reference. For each of the structures 

simulated, parasitic capacitance between the gate and the 

source interconnects and the gate and the drain intercon-

nects were extracted using SEMulator3D®. 

For each transistor design and each of the three model 

types detailed above, Figure 3 reports the simulated Gate 

to Source/Drain parasitic capacitance compared to the 

normalized (across multiple transistors) mean Gate to 

Source/Drain Capacitance extracted from Si wafer meas-

urements. The extruded TCAD geometric simulation 

model shows a similar mean deviation as PEX (12-14%) 

when compared to silicon data.  The more realistic SEMu-

lator3D silicon 3D model shows a much better correlation 

with the actual silicon data, with the error difference not 

exceeding 7%. This demonstrates the importance of 

properly matching the geometry of the silicon structure to 

the structure used in simulation, in order to accurately ex-

tract electrical (parasitic capacitance) data during simula-

tion. 

 

Model Calibration and Process Sensitivity Analysis 

The silicon realistic 3D model was further improved by 

completing an additional automatic model calibration step 

using silicon e-test data. A calibrated model ensures that 

the model will more accurately reflect process behavior 

seen in silicon. 

Nine (9) different process parameters were then selected 

for further analysis, as detailed in Figure 4. 

A large Virtual Design Of Experiment was executed by 

completing 200 virtual experiments on each of the 12 de-

vices.  In the experiment, parameter values were varied by 

generating and assigning Monte Carlo normal distribution 

values to each of the nine selected process parameters. 

Silicon wafer mean values for all 12 devices were collect-

ed and compared to the simulation data. A regression 

analysis was performed to calibrate the 9 process parame-

ters and further optimize the correlation to Si data. Using 

the calibrated results (Figure 3), a “Calibrated Silicon Re-

alistic Model” was simulated and produced a deviation to 

silicon e-test data of only 2.9 and 5.9% (mean and max 

values, respectively). This deviation is lower than any of 

the other models. 

The statistical data obtained from the Design of Experi-

ments (a total of 2400 virtual experiments) was subse-

quently used to determine the sensitivity of the calculated 

parasitic capacitance values to each of the selected pro-

cess parameters. Focusing on a real MOS structure (in-
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cluding interconnects, contacts and active components), 

Table 1 highlights the weight, from highest to lowest, of 

the most significant process parameters and their cross-

terms that affect the parasitic contribution of Gate to 

Source/Drain capacitance. The table highlights the most 

important parameters that can be controlled or adjusted to 

reduce parasitics. 

 

Conclusions 

Independent parasitic contributions of contacts and inter-

connects to Gate to Source/Drain capacitance were identi-

fied, using test structures specifically fabricated, tested 

and simulated for that purpose. The simulation results in-

cluded a large statistical data set (2400 experiments).  

This data set was used to build the correlation between 9 

different process parameters and measured capacitance on 

various test structures (including a completed MOS struc-

ture). Seven significant process parameters (including 

cross term factors) were identified as the most important 

parameters to control, in order to reduce and better control 

the fringe capacitance of MOSFETs. The simulation re-

sults were highly predictive (<3% mean deviation) when 

compared to actual wafer data, as long as accurate, well-

calibrated structural geometries were used during the pro-

cess model simulation and electrical analysis. 
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Figure 1: Capacitance values extracted from de-embedded structures and contact 

contribution (in %) of the parasitic capacitances. 

 

 
Figure 3: Simulated parasitic capacitances on 12 different 

devices for different models (top), and deviation % between 

simulation and Si data values (bottom). 

 
Figure 2: Three types of process models: a) 3D extruded geometric model from 

the 2D layout, b) 3D extruded geometric model from the 2D layout with Critical 

Dimension correction matching of the top CDs for the Via/Lines XTEMs, c) 3D 

silicon realistic model that includes realistic etch models/profiles (calibrated to 

XTEM), lithography corrections (CD) and emulation (corner rounding). 

 

 
Figure 4: Process parameters from the silicon realistic model that were used for 

further calibration. 

 
Table 1: Process parameters and cross-term parameters 

ranked based upon their weight in affecting Gate to 

Source/Drain parasitic capacitance. 
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Abstract— Recently dual vertical transfer gates (VTGs), used 

in sub-micron pixels with full-depth deep-trench isolation 

(FDTI), have demonstrated superior performance in CMOS 

image sensors such as improvement of full well capacity (FWC) 

and charge transfer, as compared to a single VTG. In this work, 

we investigate characteristics of both pixel schemes based on two 

design examples, which is carried out using extensive 3D TCAD 

simulation and automated multi-objective optimization flow 

with various photodiode implantation conditions satisfying 

certain design specifications. Simulation results reveal that dual 

VTGs better control electrostatic potentials along the charge 

transfer path like a 3D fin-shaped transistor. The enhanced gate 

controllability also makes the VTG off potential insensitive to the 

nearby doping concentrations, which is not the case for the single 

VTG pixel, and thus provides more room for boosting FWC in 

the photodiode design according to the Pareto front analysis. 

Keywords— TCAD Simulation, CMOS Image Sensor, Vertical 

Transfer Gate, Photodiode, Full Well Capacity, Charge Transfer. 

 

INTRODUCTION 

Among various sub-micron pixel architectures in CMOS 

image sensors, the unit cell that is composed of the single 

VTG with deep photodiode and separated by FDTI structure 

has gained increasing popularity due to many favorable sensor 

characteristics, such as high FWC and low crosstalk [1-3]. 

Recently the dual-VTG scheme has been successfully applied 

to a 0.6m pitch pixel for the first time, and achieved both 

FWC increase by 60% and improved image lag as compared 

to the single VTG [4]. In this work, we analyze the physical 

origin of these performance gains by comparing each pixel 

design based on TCAD simulation. 

Due to three dimensional nature of charge transfer from the 

deep photodiode to the shallow floating diffusion (FD) node 

via the VTG, optimization of these device components in 

terms of the pixel layout and process conditions are extremely 

challenging, not to mention other in-pixel transistors affecting 

all each other. Elaborate engineering of doping profile in the 

photodiode and its adjacent region is required such that signal 

electrons should not see any potential barriers along the 

transfer path [5]. The deep photodiode itself is formed by a 

sequence of n-type implant with different energies up to a few 

MeV to ensure high FWC and so its potential profile also 

needs to be well tuned not to leave any residual electrons in it. 

Given each pixel layout based on single and dual VTGs 

given in Fig. 1 where the photodiode is formed deep in Silicon 

per pixel and separated by FDTI, we optimize the pixel with 

three design specifications; (1) FWC needs to be maximized, 

or at least be larger than some threshold, e.g., >5,000e-, (2) no 

residual electrons be sensed in the readout operation, (3) the 

potential hump on the transfer path, if any, be smaller than 

100mV when the VTG is on. Several implantation conditions 

in the photodiode and around the VTG region are varied as 

input parameters, and optimization is performed using our in-

house automated machine-learning based optimization 

framework with extensive 3D TCAD simulation to speed up 

the pixel design and explore the design space effectively [6].  

 

RESULTS & DISCUSSION 

The transfer path of electrons moving from the deep 

photodiode center to the FD node is traced based on spatial 

potential gradients, and its potential variations as a function 

of Silicon depth is plotted in Fig. 2 for each pixel under the 

same implant conditions. In the dual-VTG case, electrons 

transfer through the channel between VTGs, and the channel 

potential is better controlled by the gate voltage than the 

nearby doping profile. Electrical characteristics are also 

compared in Table. 1. Not only does FWC increase by 3,000e- 

mainly due to different TGLSO levels, but also the potential 

around the VTG region varies more smoothly leads to the 

better transfer capability in the dual-VTG pixel. 

Fig. 3 shows full optimization results of the single-VTG 

pixel. Each data point represents one solution with different 

optimal implant conditions satisfying the aforementioned 

target specifications. PDMAX and TGLSO is the highest 

potential in the photodiode and the VTG off potential, 

respectively, and the difference between these two is roughly 

proportional to FWC. In Fig. 3 (a), it is important to note that 

the maximal FWC, which can be achieved without the transfer 

problem, is basically limited to some extent in the single-VTG 

pixel, regardless of combinations of the doping profile in the 

photodiode. In other words, if one attempts to increase the net 

doping concentrations of the photodiode to increase FWC 

beyond the Pareto front, the transfer characteristics are likely 

to be degraded out of specification, or since TGLSO also 

increases proportionally with PDMAX as presented in Fig. 3 

(b), it eventually results in no much gain in FWC. 

Interestingly, this tradeoff can be greatly alleviated in the 

case of dual VTGs as shown in Fig. 4. Due to the enhanced 

gate controllability in dual VTGs like a three dimensional fin-

type transistor, TGLSO does not vary much around a potential 

of -0.35V even with diverse input implant conditions as 

shown in Fig. 4 (b), while PDMAX is still dominated by the 

photodiode net-doping. Therefore, one can design the dual-

VTG pixel to have a higher FWC without sacrificing the 

charge transfer, as illustrated by the Pareto front in Fig. 4 (a). 

 

Simulation-based study on characteristics of dual vertical transfer 

gates in sub-micron pixels for CMOS image sensors 
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CONCLUSION 

In summary, we conduct comparative study on electrical 

characteristics of single- and dual-VTG based sub-micron 

pixels using 3D TCAD simulation and automated multi-

objective optimization flow. The Pareto front analysis based 

on massive simulation data shows that dual VTGs can greatly 

improve the sensor characteristics in terms of both FWC and 

charge transfer because of the enhanced gate controllability, 

by reducing the conventional performance tradeoff that 

presents in the single-VTG pixel.  

 

     
(a)         (b) 

Fig. 1. Schematics of 2x2 pixel layout based on (a) single VTG 

and (b) dual VTGs. 

 

 
Fig. 2. Potential profile and electron transfer path in single- and 

dual-VTG pixels. 

 

 

 

 
Fig. 3. Pareto front analysis of single-VTG pixel: (a) FWC vs. 

PDMAX (b) PDMAX vs. TGLSO. 

 

 

 
Fig. 4. Pareto front analysis of dual-VTG pixel: (a) FWC vs. 

PDMAX (b) PDMAX vs. TGLSO. 

 

Table 1. Simulated electrical characteristics of pixel design 

examples given in Fig. 2. 

Type Single-VTG pixel Dual-VTG pixel 

FWC [e-] 6250 9202 

Residual electrons [e-] 0 0 

TGLSO [V] -0.04 -0.35 

PDMAX [V] 1.79 1.78 

Max. Potential hump 

in Depth 1 [mV] 
61 0 

Max. potential hump 
in Depth 2 [mV] 

155 0 
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Abstract—Molecule sensors made from metal oxide have 
notable advantages of low cost and small size, which are suitable 
for applications accumulating a large amount of data 
represented by IoT. In order to collect data from wide regions 
at any time, establishing a low-power sensing system is 
inevitable. However, most metal oxide sensors require high 
sensing temperature to cause chemical reactions with 
surrounding molecules, so that an external heater is integrated 
with those sensors and around 1 W or higher power is 
consumed. One candidate solution to decrease power 
consumption is using a self-heated sensor. Since the heating area 
is limited in the sensor itself, mW order sensing operation can 
be achieved. Besides, it is also possible that the target molecule 
is selected by changing sensor temperature. The self-heated 
sensor needs careful temperature control, and it should be 
handled by an interface analog circuit. Therefore, its compact 
model in MATLAB or Verilog-A should be created to minimize 
total power consumption and verify its sensitivity to interface 
circuit performance. In this paper, a developing self-heated 
resistive molecule sensor was shown and a formula to simulate 
sensor resistance was established. The resistances obtained with 
measurement probe in experiments and simulated values were 
compared. 

I. INTRODUCTION 
Compared with most conventional semiconductor 

molecule sensors, self-heated molecule sensors are beneficial 
for developing low-power system because they consume 
small power to increase sensing temperature [1]. In addition, 
there have been some reports that the sensor configured to 
different temperature reacts to different molecules [2]-[4]. A 
self-heated sensor only heats a limited sensing area, thus short 
time constant for controlling temperature can be realized. If 
the temperature of those sensors is controlled precisely, the 
number of detectable molecules will increase. One of the 
obstacles to realizing the system is to control sensor 
temperature by feedback power from the interface circuit. The 
main operation of the circuit is keeping the sensitivity and 
controlling temperature by feedback voltage or current while 
consuming a small amount of power. Designing the dedicated 
circuit for the self-heated sensor, and making sensors compact 
models for circuit simulation is inevitable. Moreover, compact 
modeling is used for analyzing sensor data in advance by 
integrating many sensors into a simulation environment (Fig. 
1).  

II. DEVELOPED SENSOR 
In Fig. 2, the developed self-heated sensor and its 

measured I-V characteristics are shown. The I-V curves 
indicates the sensor is an ohmic device. SnO2 thin film (20nm)  
is used as the sensing material, and an electrode is made of 
Ti/Pt. The resistance of SnO2 film is changed if it adsorbs 
certain molecules. The narrow sensor shape and 20nm 
thinness makes it operate as a self-heated sensor. To verify the 
self-heated characteristics, thermal simulation was carried out 
with COMSOL Multiphysics software, and it was verified that 
only the sensor spot became high temperature as shown in Fig. 
3. 

III. COMPACT MODELING 
The compact model of the self-heated sensor is shown in 

Fig. 4. While the sensor’s temperature was controlled with an 
external heater in the previous works [5], the feedback loop to 
cause temperature fluctuation derived from its own resistance 
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Fig. 1.  Simulated sensor responses. 

Fig. 3.  Thermal simulation results. 

Fig. 2.  (a) Microscope image of the self-heated sensor device. 
(b) I – V curve of the device 
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change was added. To simplify the model, the number of input 
gas was limited to one. The gas flow system and the dynamic 
response filter are low-pass filters. In this work, the gas flow 
system was removed because the dynamic response filter was 
dominated filter. The static response gain and temperature-
dependent gain are represented as follows: 

𝐺𝐺𝑔𝑔𝑔𝑔𝑔𝑔 = 𝑘𝑘1𝑇𝑇 ∙ 𝑒𝑒−𝐸𝐸𝐴𝐴1 𝑘𝑘𝑇𝑇⁄ ∙ 𝐶𝐶𝑛𝑛1𝑘𝑘𝑇𝑇 (1)  

𝐺𝐺𝑏𝑏𝑔𝑔𝑔𝑔𝑏𝑏 = 𝐺𝐺0𝑇𝑇 ∙ 𝑒𝑒−𝐸𝐸𝐴𝐴0 𝑘𝑘𝑇𝑇⁄ (2) 

where k and T represent Boltzmann constant and absolute 
temperature. EA0 and EA1 are activation energies of the 
baseline conductance and of the change conductance by a 
target gas. k1T, G0T, and n1 are coefficients. C represents the 
concentration of input gas. The thermal circuit consists of the 
thermal resistance and the thermal capacitance. Since it is 
quite difficult to measure the thermal circuit parameters, 
simulation results obtained from COMSOL Multiphysics 
software were substituted. The input voltage representing 
1ppm gas concentration corresponds to 1V and the voltage 
follows linearly to the gas concentration. 

IV.  EXPERIMENT AND SIMULATION RESULTS 
The unknown model parameters: EA0, EA1, k1T, G0T, and 

n1 were determined by fitting them to experimental data with 
equations (1), (2). In the experiment, the target gas was NO2, 
and the surrounding gas was N2. In the experiment, resistance 
was measured under different temperatures of 150 °C, 200 
°C, and 250 °C. Since it was difficult to monitor the sensor’s 
surface temperature accurately, an external heater was used. 
Then, the bias voltage was set to 1V so as not to cause self-
heating. In each temperature condition, gas concentration was 
set to 0ppm, 10ppm, 20ppm, 50ppm, and 100 ppm, and a 
steady-state was measured. TABLE Ⅰ shows adjusted 
parameters. In Fig. 5, the comparison between experimental 
data and calculated data from the determined parameters is 
shown. 

With determined parameters in the above experiments, 
the dynamic responses were compared. The ambient the 
temperature was set to 100 °C and the sensor was biased with 

9V and 10V. Fig. 6 shows the resistance comparison between 
simulation and experiment values. Although the sensor drift 
effects were seen in the no gas phase, the static sensor 
response value in the simulation followed the experiment 
resistance change. It was also shown that sensing temperature 
in the simulations was fluctuate as high as 90°C when the 
sensor reacted to NO2 under a constant bias voltage condition. 
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Parameters Value 

G0T 0.0001095 [S] 

k1T -0.003043 [S/ppm] 

EA0 0.01567 [eV] 

EA1 0.2334 [eV] 

n1 3.176 [K-1] 

Rheat 29.7 [K/mW] 

Cheat 0.0297 [uJ/K] 
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TABLE Ⅰ.  Parameters determined by experiments and 
COMSOL Multiphysics software. 
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Abstract— In this paper, a novel methodology is 

presented with the analytical simulations of BioFETs 

using the Gouy-Chapman-Stern and Modified Site-

binding model. The derived approach is used to detect 

different amino acids such as Arginine (R), Aspartic 

Acid (D) and Proline (P), functionalized with the help 

of a linker over the gate-oxide. The performance of 

the BioFETs is optimized while analyzing the effect of 

high-k dielectrics as the gate oxide. High-k oxides are 

responsible for tuning the parameters such as 

sensitivity, surface potential and intrinsic buffer 

capacity. The variation of differential capacitance 

with the second gradient of drain current and surface 

potential are used to identify the signatures of 

different amino acids. The proposed method can be 

helpful in defining an efficient method for protein 

sequencing. 

Keywords- ISFET, nano-biosensing, PMI, TCAD 

simulation. 

I.  INTRODUCTION 

Since 1952, when Shockley invented Field-Effect 
Transistors (FETs); there have been undergoing 
many significant modifications to cater to the needs 
of sensing applications. In 1970, Bergveld 
developed an ion-sensitive Field-Effect Transistor 
(ISFET) which is used for ion detection in a 
chemical environment. With further development of 
technology, novel functionalizations for ISFET 
devices have been fabricated for protein and DNA 
detection. Various simulations have been carried out 
to further deepen the knowledge of the impact of 
functionalizations on the performance parameters  
[1]. In this paper, analytical simulations have been 
carried out to effectively simulate the Gouy-
Chapman-Stern model with the Site-Binding model 
for different amino acid functionalized on various 
types of gate oxides. Further, we plan on integrating 
numerical TCAD simulations with this work.  

II. METHODOLOGY 

The analytical simulations are used to calculate the 
zeta potential (Ψξ), sensitivity factor (α) and 
intrinsic buffer capacity (β) values for all gate 

oxides [2]. The following methodology is used for a 
particular gate oxide with or without functionalized 
with the amino acids. First, the surface charge 
density is calculated using the Gouy-Chapman-
Stern model and Boltzmann-Poisson model (𝜎𝐷𝐿).  

𝜎𝐷𝐿1 = 𝑞𝑁𝑆 (
𝑐𝐻𝑠

2  −  𝐾𝑎𝐾𝑏

𝐾𝑎𝐾𝑏 + 𝐾𝑏𝑐𝐻𝑆 + 𝑐𝐻𝑆
2) 

𝜎𝐷𝐿2 = 𝑞𝑁𝑆 (
−𝑐𝐻𝑆 𝐾𝑎  −  𝐾𝑎𝐾𝑏

𝐾𝑎𝐾𝑏 + 𝐾𝑏𝑐𝐻𝑆 + 𝑐𝐻𝑆
2) 

𝜎𝐷𝐿3 = 𝑞𝑁𝑆 (
− 𝐾𝑎

𝐾𝑎 + 𝑐𝐻𝑆 
) 

Where, 𝑐𝐻𝑠 = 𝑐𝐻𝐵𝑒𝑥𝑝
−𝛹0

2𝑉𝑇
, 𝑐𝐻𝐵 = 10−𝑝𝐻𝐵, pHB is 

the bulk pH, Ψo is the surface potential, NS is the 
total surface states, Ka & Kb are the dissociation 
constants of the corresponding reactive sites and VT 
is the thermal voltage. The 𝜎𝐷𝐿 is equated and 
calculated iteratively with the 𝜎𝑜 from the site-
binding model. Bi-section method is adopted to find 
pHpzc and Ψξ for a particular surface charge density 
following the below-mentioned relation. 

Ψ0 = ΨStern+Ψξ = 
𝑄0 sinh(𝛹𝜉/𝑉𝑇)

𝐶𝑠𝑡𝑒𝑟𝑛
+Ψξ 

Where ΨStern is the potential drop across the stern 
layer and CStern is the capacitance of the stern layer. 

Once Ψ0 is obtained then α, β, and 
𝜕2𝛹0

𝜕𝑝𝐻2 and can be 

calculated as shown in Ref. [1][2]. A high-aspect-
ratio FinFET is used to calculate the depletion width 
and drain current variation while solving the 
continuity equation across the electrolyte-oxide-
semiconductor interfaces using surface potential as 
the variable parameter [2]. 

III. RESULTS AND DISCUSSIONS 

Fig. 1 shows a schematic of BioFET with the oxide 
region and the functionalized amino acid (Carboxyl-
terminal Immobilized Aspartic Acid). SiO2, HfO2 
and TiO2 have been selected as the gate oxides to 
analyze the effect of high-k dielectric on the 
sensitivity of the sensor. From Fig. 2(a), point-of-
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Fig.1. Schematic diagram of the BioFET sensor 

with functionlized amino acid over the Oxide 

 
Fig.2. (a) Zeta Potential (𝛹𝜉), (b) Sensitivity factor (α) and (c) intrinsic 

buffer capacity (β) variation with respect to pH for different gate oxides 

 

 

Fig.3. (a) Surface Potential (𝛹0) (b) 2nd order gradient of 𝛹0  
𝜕2𝛹0

𝜕𝑝𝐻2 and (c) Total 

capacitance (𝐶𝑇) Vs pH graphs for different gate oxides 

 

Fig.4. (a) Depletion width (b) drain current (ISD) and (c) 2nd order gradient of ISD (
𝜕2𝐼𝑆𝐷

𝜕𝑝𝐻2
) Vs pH 

graphs for Arginine (R), Aspartic Acid (D) & Proline(P) amino acids having SiO2 as gate 
oxide with Carboxyl group immobilized (C-Imm) and amine group immobilized (N-Imm) 

zero-charge (pHpzc) for SiO2, HfO2 and TiO2 are 
clearly understood as the pH at which the zeta 
potential crosses the zero value. As shown in Fig. 2 
(b), α is minimum at pHpzc but for HfO2 it's around 
0.6 (higher than SiO2 and TiO2) since the change in 
Ψξ w.r.t. pH is higher for enhanced sensitivity. Also, 
the increment in α is observed for all gate oxides 
before and after pHpzc. β has a similar trend w.r.t. 
pH as it denotes the change in 𝜎0 w.r.t. pHS [Fig. 
2(c)]. Fig. 3(a) shows the Ψ0 variation for all three 
gate oxides considered which follows the Ψξ with 
the drop across the stern layer. Fig. 3(b) is the 2nd 
order gradient of Ψo that shows the transition of 
reactive sites over the oxide from protonation to 
deprotonation clarifying the pHpzc value. Fig. 3(c) 
shows the total capacitance (𝐶𝑇) which consists of 
stern capacitance, diffuse-layer capacitance and 
intrinsic oxide capacitance. TiO2 shows better 
resolution for ion-sensing with higher capacitance 
and non-linearity of Ψo due to the large difference 
between the affinity constants. Considering the full 
coverage, Fig. 4 represents the depletion width, 
drain current (ISD) and 2nd order gradient of ISD 

(
𝜕2𝐼𝑆𝐷

𝜕𝑝𝐻2 ) for SiO2 which varies depending on the 

affinities of Carboxyl/Amine-term. immobilized 
Aspartic Acid (D) [𝜎𝐷𝐿1], Arginine (R) [𝜎𝐷𝐿2], and 
Proline (P) [𝜎𝐷𝐿3]. Different site-binding relations 
are used to calculate the Ψo. The affinity of the 
remaining amine/carboxyl sites and sidechains 
are responsible for the distinct fingerprints for 

the amino acids in the form of ISD and 
𝜕2𝐼𝑆𝐷

𝜕𝑝𝐻2 . Such 

a simplified model can enhance the possibility of 
using FET-based sensors for model proteomics.   
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Introduction: Strong light-matter interactions in van der
Waals heterostructures (vdWHs) made of two-dimensional
(2-D) materials, especially transition metal dichalcogenides
(TMDCs) [1], have brought new perspectives to the
research on optoelectronic devices. Stacking different TMDC
monolayers into vdWHs give rise to type-II band alignments
with (quasi-)direct-gap [2]. This facilitates the optical
generation of interlayer excitons, where electrons and holes
separate on ultra-short time scales and locate on different
layers with extremely long lifetime [3]. Lower electric
fields are needed to separate interlayer electron-hole (e-h)
pairs with respect to intralayer ones due to the reduced
Coulomb interaction [2]. These advantages open the door for
photodetectors with high responsivities at lower bias. In this
work, we investigate several photodetector designs based on
MoSe2-WSe2 vdWHs through combined density functional
theory (DFT) and quantum transport calculations. Typical
device structures are shown in Fig. 1. Geometries with a
partial and total TMDC overlap are considered, with a p-doped
(n-doped) left (right) extension and an intrinsic region in the
middle. We show that the partial overlap structure can enable
a non-zero photocurrent even without built-in potential, in
contrast to the full overlap one.

Method: All DFT calculations are performed with VASP
using GGA-PBE [4]. The plane-wave Hamiltonian from VASP
is then transformed into a basis of maximally localized
Wannier functions (MLWFs) employing the wannier90
tool [5]. The resulting MLWF Hamiltonian is upscaled to
a larger orthorhombic cell and repeated to construct the
simulation domains with partial and total overlap.

The quantum transport equations based on the
Non-equilibrium Green’s Function (NEGF) formalism are at
the core of our device simulations [6]. They are summarized
in Fig. 1. To take into account the electron-photon (e-phot)
interactions, a dedicated scattering self-energy is implemented.
The e-phot coupling matrix elements are obtained from the
momentum operator p⃗ under the dipole approximation,
which is computed in real space as the commutator between
the Hamiltonian operator and the position operator. Both
quantities are evaluated in the same MLWF basis. In our
simulations, light enters the 2-D vdWHs orthogonal to
the surface with a power density of Jλ. After solving
the NEGF equations, the photo-excited current flowing
through the vdWH device is computed from the G≶ with an
atomistic resolution. These results can be used to evaluate
the optical absorption coefficient α under the random phase

approximation (see Fig. 1d).
Results: Fig. 2(a) shows the band structure of the

MoSe2-WSe2 vdWH, Fig. 2(b) the absorption coefficient α
as a function of the photon energy Eph. It is reported for
the MoSe2 monolayer, WSe2 monolayer, and the vdWH. We
notice that the onset of α for the vdWH is lower than for both
monolayers, indicating the presence of interlayer absorption.

Fig. 3 presents the quantum efficiency (QE) of different
photodetector designs as a function of Eph and the built-in
potential Vbi. The QE is defined as the number of e-h pairs
generating the electrical current I divided by the number of
incident photons: i.e., QE= I/e0

LJ/Eph
, with L = 60 nm the total

illuminated length. For the full overlap structure, the highest
QE (≈19%) happens at Eph = 1.9 eV, and no photocurrent
is generated with Vbi = 0. This is because the full overlap
structure is symmetric under flat band condition: the current
flows cancel each other, as shown by the spectral current
density in Fig. 3(c). For the partial overlap structure, we find
non-zero QE for Vbi = 0. To elucidate this phenomenon,
we decompose the photocurrent flowing along the device into
4 intra- and inter-layer components shown in Fig. 4(a). By
further separating the electron and hole currents in Figs. 4(b)
and (c), we find out that the electron current is mostly
located inside the MoSe2 layer, while the hole current is
equally distributed inside both layers. Fig. 4(d) presents the
energy-resolved current density along the device illustrating
the e-h pair generation.

Conclusion: In this work, we employ a recently developed
electron-photon scattering model within the framework of
NEGF to study different photodetector designs based on
2-D TMDC vdWHs. We demonstrate that the partial overlap
structure can enable a good photo-responsivity even at zero
build-in potential, thanks to the type-II band alignment and the
generation of interlayer electron-hole pairs. This photodetector
structure largely facilitates the fabrication since no gate nor
chemical doping of the 2-D TMDC is required.

References: [1] C.-H. Lee, G.-H. Lee, A. M. Van Der
Zande, et al., Nature Nanotech. vol. 9, pp. 676–681, 2014. [2]
Y. Jiang, S. Chen, W. Zheng, et al., Light Sci. Appl. vol. 10,
72, 2021. [3] P. Rivera, K. L. Seyler, H. Yu, et al., Science vol.
351, 688, 2016. [4] G. Kresse and J. Furthmüller, Phys. Rev. B
vol. 54, 11169, 1996. [5] A. A. Mostofi, J. R. Yates, G. Pizzi, et
al., Comput. Phys. Commun., vol. 185, pp. 2309–2310, 2014.
[6] A. Szabó, R. Rhyner, and M. Luisier, Phys. Rev. B, vol.
92, 035435, 2015.
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Fig. 1: (a) MoSe2-WSe2 vdW photodiodes with partial (top) and full (bottom) overlap. The left (right) 10-nm region is doped with an
acceptor (donor) concentration of NA (ND). (b) Unit cell of the AA’-stacked MoSe2-WSe2 vdWH. (c) Orthorhombic unit cell used in
transport simulations. (d) Summary of quantum transport equations with electron-photon scattering.

Fig. 2: (a) Partial bandstructure of an AA’-stacked MoSe2-WSe2 vdWH projected onto the orbitals of MoSe2 (red) and WSe2 (blue). The top
bar indicates the orbital projection weight. (b) Calculated absorption spectra of the MoSe2-WSe2 vdWH and of its constituent monolayers.
(c) Sketch of the conduction and valence band energies along the device. Vbi denotes the built-in potential.

Fig. 3: (a) Quantum efficiency (QE) of a MoSe2-WSe2 vdWH photodiode with a full overlap geometry for photon energies Eph = 1.4−2.2 eV
and built-in potential Vbi = 0−0.3 V. (b) Same as (a), but for the partial overlap structure. (c) Spectral photo-current density at Eph=1.8 eV
and Vbi=0 V for the structure with total overlap. The dashed lines represent the CBM+1, CBM, VBM, and VBM-1 bands (see Fig. 2(a)).

Fig. 4: (a) Photo-current flowing through the MoSe2-WSe2 photodiode with partial overlap at Vbi = 0, and Eph=1.8 eV. I11 (I22) is the
current flowing between atoms in the WSe2 (MoSe2) layer, while I12 (I21) is the inter-layer current flowing from the WSe2 (MoSe2) layer
to the MoSe2 (WSe2) layer. (b) Same as (a), but only for electrons. (c) Same as (a), but only for holes. (d) Spectral photo-current density.
The dashed lines represent the CBM+1, CBM, VBM, and VBM-1 bands.
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Characterization and Modeling of Drain Lag using a Modified RC Network in
the ASM-HEMT Framework

Mohammad Sajid Nazir1, Ahtisham Pampori1, Raghvendra Dangi1, Pragya Kushwaha2, Ekta
Yadav2, Santanu Sinha2, and Yogesh Singh Chauhan1

1Department of Electrical Engineering, Indian Institute of Technology Kanpur, Kanpur, India, 208016.
2Micro Electronics Group, Space Applications Centre, Indian Space Research Organisation, Ahmedabad, India

Introduction
Gallium Nitride (GaN) based High Electron Mobility Tran-
sistors (HEMTs) show promising features and have been a
subject of interest for several decades. Although significant
efforts have been made to improve the reliability [1], these
devices still exhibit current degradation due to charge trap-
ping. In this paper, we characterize a GaN HEMT device
under multiple pulsed conditions and present an RC net-
work based model, implemented in the industry-standard
ASM-HEMT model [2], to capture trapping effects and
their self-limiting behavior.
Device Characterization
To observe current degradation with respect to time, quies-
cent voltages are set at (0V, 0V) and the device is measured
at a bias of (-2.5V, 10V) over a pulse width of 20𝜇𝑠𝑒𝑐 at
a 20% duty-cycle. To study the impact of drain induced
trapping, pulsed characterization is performed at a fixed
gate quiescent of -7V with varying drain quiescent bias.
For these measurements, a pulse width of 500ns is applied
at a 0.5% duty-cycle.
Results and Discussion
With an increasing drain quiescent voltage, the device ex-
hibits a higher dynamic ON-resistance (𝑅𝑂𝑁 ) and a signifi-
cant positive shift in threshold voltage (𝑉𝑂𝐹𝐹 ). The change
in threshold voltage can be attributed to the increased elec-
tric field under the gate due to a high drain bias, coupled
with the trapping of electrons near the gate-drain edge due
to high fields [3]. While the use of RC networks is a com-
mon approach to model trapping related current degrada-
tion [4, 5, 6], a model that takes the self-limiting behaviour
of traps into account is still missing in the literature. The
self-limiting behavior implies a condition where a trapped
carrier generates an electrostatic potential that acts as a
barrier for the incoming electrons, resulting in a decreased
trapping probability [7]. Equivalent RC networks used to
account for trapping without taking the self-limiting be-
haviour into account may not represent the variation of
threshold voltage properly and can easily overestimate the
dynamic 𝑅𝑂𝑁 . In our model, we introduce this effect us-
ing a negative feedback 𝑅𝐿𝐸 = 1 − 𝛼𝐹𝐵𝑉𝑇𝑅𝐴𝑃 . Also,
following from [8], drain bias induced space charge for-
mation in the substrate can act as a parasitic back-gate
(𝑉𝑆𝐶 )– degrading the current by reducing the 2-DEG [9],

and simultaneously changing the rate of trapping. This
effect is included in the model using a variable resis-
tor 𝑅𝐷𝐸=𝑅𝐷 ∗ 𝑁𝑆0𝐴𝐶𝐶𝐷/(𝑁𝑆0𝐴𝐶𝐶𝐷 − 𝑛𝑆𝐶 ), where
𝑁𝑆0𝐴𝐶𝐶𝐷 is the drain access region concentration and
𝑛𝑆𝐶 =𝑉𝑆𝐶 ∗𝐶𝐵/𝑞. The RC network model already present
in ASM HEMT [4, 10] is modified to include these effects
by using 𝑅𝐿𝐸 and 𝑅𝐷𝐸 as shown in Fig. 1(a). Fig. 1(b)
shows the impact of 𝑅𝐿𝐸 on 𝑉𝑇𝑅𝐴𝑃 generated over time –
as 𝑉𝑇𝑅𝐴𝑃 increases, negative feedback reduces 𝑅𝐿𝐸 thus
increasing current flow through 𝑅𝐿𝐸 and subsequently lim-
iting the increase of 𝑉𝑇𝑅𝐴𝑃 . 𝑅𝐸 is kept at a higher value
than 𝑅𝑇 (emission time > capturing time) and a diode is
used to ensure different paths for the charging and dis-
charging of 𝐶𝑇 . Validation of the proposed network for
multiple quiescent conditions is shown in Figs. 1(c), 2, 3
and 4. Voltage dependent current sources are used (Eq. (1)
and Eq. (2)) and effective trap potentials used to modulate
ASM-HEMT parameters given by Eq. (3) and Eq. (4).

𝐼𝑆𝐶 = 𝛼𝑆𝐶 ∗𝑉 (𝑑) (1)
𝐼𝑇𝑅𝐴𝑃 = 𝛼1

√︁
𝛼2 𝑉 (𝑑)𝛼3 (2)

𝑉𝑜 𝑓 𝑓1 = 𝑅𝐶1 ∗𝑉𝑇𝑅𝐴𝑃 (3)
𝑉𝑜 𝑓 𝑓2 = 𝑅𝐶2 ∗ (𝑉𝑇𝑅𝐴𝑃 +𝑉𝑠𝑐) (4)

Extraction Flow
With the quiescent condition of (𝑉𝐺𝑆𝑄 : −7𝑉,𝑉𝐷𝑆𝑄 : 0𝑉)
chosen as reference, the initial set of ASM-HEMT param-
eters is extracted. The quiescent condition of (𝑉𝐺𝑆𝑄 :
−7𝑉,𝑉𝐷𝑆𝑄 : 25𝑉) is then used to estimate the final values
of trap parameters (𝛼𝑆𝐶 ,𝛼1,𝛼2,𝛼3,𝛼𝐹𝐵,RC1,RC2), keep-
ing the basic parameters obtained in the first extraction
unchanged. To simplify the extraction procedure, the trap
potential is stored in two variables Voff1 and Voff1. Voff1
is used to modulate the parameter VOFF and Voff2 to em-
ulate the effect of trapping on DIBL, mobility, saturation
velocity and access region parameters.
Conclusion
We presented the characterization and empirical modeling
of drain lag effects in AlGaN/GaN HEMTs. The proposed
model works well under all quiescent conditions and can be
extended for gate-lag by changing the voltage dependence
of the current sources from drain to gate.
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Fig. 1: (a) RC network used to implement trapping behaviour (b) Effect of trapping on drain current over a pulse width
of 20𝜇𝑠 (c) Impact on trap potential with and without feedback network

Fig. 2: Measurement (Symbols) and Simulated (Solid lines) (a)-(e) Pulsed output characteristics for the fol-
lowing quiescent bias points: (𝑉𝐺𝑆𝑄, 𝑉𝐷𝑆𝑄) = (−7𝑉, 0𝑉), (𝑉𝐺𝑆𝑄, 𝑉𝐷𝑆𝑄) = (−7𝑉, 10𝑉), (𝑉𝐺𝑆𝑄, 𝑉𝐷𝑆𝑄) =

(−7𝑉, 15𝑉), (𝑉𝐺𝑆𝑄, 𝑉𝐷𝑆𝑄) = (−7𝑉, 20𝑉), (𝑉𝐺𝑆𝑄, 𝑉𝐷𝑆𝑄) = (−7𝑉, 25𝑉) (f) Drain current vs. Gate voltage at𝑉𝐷𝑆=5V
for quiescent biases shown in legends.

Fig. 3: (a) - (b) Measurement (symbols) and simulated (solid lines) (a) Drain current vs. Drain Voltage for quiescent
conditions shown in legends (b) Dynamic conductance variation with drain quiescent condition (c) Access region
2-DEG and threshold voltage variation with drain quiescent condition.

Fig. 4: Measurement (Symbols) and Simulated (Solid lines) (a) - (c) Dynamic conductance of device at gate voltage
(-2.5V, -1V and 0V) for quiescent conditions shown in legends.
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Efficient and accurate defect level modelling in monolayer MoS2 via
GW+DFT with open boundary conditions

Guido Gandus1,2, Youseung Lee1, Leonard Deuschle1, Daniele Passerone2, and Mathieu Luisier1
1Integrated Systems Laboratory, ETH Zürich, Switzerland; 2nanotech@surfaces, EMPA, Switzerland

Introduction: The physical dimension of Si logic
transistors are approaching the atomic limit, thus requiring
novel architectures and/or high-mobility channel materials
for future technology nodes. Logic switches based
on two-dimensional (2D) transition-metal dichalcogenide
(TMD) monolayers have thus been proposed to continue
Moore’s scaling law, thanks to their remarkable electronic
properties. However, several works [1,2] reported that various
defects inside these monolayers may limit their performance
as logic devices, mainly through charged impurity scattering
and defect-induced trap levels. In particular, the ”mid-gap”
states introduced by those impurities are presumably at the
origin of large Schottky barriers (SB) and high contact
resistances. Therefore, in order to understand the physics
related to defects in 2D TMD monolayers and to guide device
design, ab initio simulations are required. In this work, we
propose an efficient GW algorithm combined with density
functional theory (DFT) to accurately describe defect levels
in 2D TMD monolayers. In conventional GW calculations,
environmental effects from substrates are included to obtain
the realistic bandgap of 2-D monolayers while requiring huge
computational resources [3]. Our method, so-called projected
p-GW, overcomes this issue by projections onto a defect
subspace while removing spurious interactions between
periodic images by means of open boundary conditions, as
illustrated in Fig. 1. This algorithm can correctly predict
the position of defect levels in the bandgap while ensuring
the efficiency by resorting to the DFT-level bandgap. We
then apply this method to the most common defect in MoS2

monolayers: S vacancy.
Algorithm: Our algorithm is summarized in Fig. 2. We

consider a central region containing a defect and consisting
of integer repetitions of a unit cell called ”principal layer”
(PL) [4,5]. Our GW self-energy ΣGW∆

is only calculated
for a region surrounding the defect, and then coupled
to pristine MoS2 along all semi-infinite directions. The
procedure articulates itself around three steps: 1) a DFT
calculation of the central region builds the Hamiltonian of
the defect+MoS2 system at a mean-field level; 2) a boundary
self-energy ΣB replaces the periodic boundary conditions
(PBCs) of DFT; 3) projection onto an orthogonal subspace
surrounding the defect defines the GW region.

We consider a central region which is large enough
to safely assume that the potential at the boundaries is
converged to the one of bulk MoS2. ΣB can then be
efficiently obtained from a k-point calculation of the PL by
extending our procedure in Ref. [4], as summarized in the

orange box of Fig. 2. This efficient and precise approach
allows us to treat the system as ”open” and effectively
simulate the defect as isolated. Indeed, this avoids unwanted
interferences or bound state patterns related to the PBCs.

The projection is performed onto a subspace of the central
region ∆ that contains the defect and is orthogonal to the rest
of the system [6]. The screened interaction W∆ calculated
from this subspace is then multiplied by the Green’s function
of the defect to obtain ΣGW∆

.
Results: We study the effect of S vacancies in 2D MoS2

monolayers. The central region is composed of 4 × 6
repetitions of a PL composed of 6 Mo and 12 S atoms as
shown in Fig. 1a. The electronic structure calculation of the
PL is over-sampled with a 11 × 12 × 1 k-mesh to obtain a
ΣB that precisely describes the bulk MoS2 states. The GW
region is shown in Fig. 1b together with the wavefunction of
the state created by the defect. For W∆ we take into account
up to the 2nd nearest neighbor to the vacancy, i.e. 12 Mo and
13 S atoms. The defect state is essentially a superposition of
the 3d Mo orbitals closest to the vacancy, which allows us to
define the defect as the 3 Mo and their surrounding S atoms.
ΣGW∆

in then computed for this region only. We calculate
the density-of-states (DOS), the projected DOS (PDOS) and
the electron transmission and report these results in Fig. 3.
It is apparent from the DOS and the PDOS that the effect of
the many-body correction is to shift the energy levels of the
defect while preserving the DFT properties, i.e. the bandgap,
as also corroborated by the conservation of the bulk-like
electronic transmission. Previous k-point GW studies of full
defect+MoS2 structures found similar positions of the defect
level with respect to the corresponding band edges [3]. This
indicates that our p-GW algorithm can accurately predict
trap-levels with minimal computational burden.

Conclusions: We proposed a novel algorithm to locally
and efficiently apply many-body corrections using GW to
a region surrounding a defect. Periodic self-interactions
are removed by virtue of an efficient boundary self-energy
calculation. The presented algorithm is then applied to S
vacancy defects in a MoS2 monolayer. Our method is a first
step toward an inclusion on many-body methods beyond DFT
in large scale simulations of realistic devices.

References: [1] Rai, A. et al., Materials Today, 339–401
(2022) [2] Lee, et al., IEDM, 24.4 (2019). [3] Naik, Mit H.
et al., Phys. Rev. Mater., 2, 084002 (2018). [4] Gandus, G.
et al., SISPAD, 177 - 180 (2020). [5] Papior, N. et al., Phys.
Rev. B 100, 195417 (2019). [6] Jacob, D. et al., J. Condens.
Matter Phys., 27(24) (2015).
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Fig. 1: (a) Schematic view of a defected region connected to semi-infinite leads. The interaction with the leads is described by ΣB.
Electron-electron interactions are treated in a subspace denoted GW region. (b) GW region considered in this work to model S vacancies
in MoS2 monolayers. The isosurfaces represent the wavefunction of the state created by the defect.
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Fig. 2: Flowchart of the p-GW method for efficient modelling of defected structures with GW corrections. (Orange box) ΣB is constructed
from a DFT calculation of a periodic PL. (Blue box) The H̃ and S̃ of the defected region are obtained from a separate DFT calculation
by removing the PBCs. (Gray box) ΣGW∆ is computed for a subspace containing the defect where G is constrained to the defect and
W∆ includes its surroundings. (Purple box) Equation for the full Green’s function coupling all boxes.
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Fig. 3: Results for S vacancy obtained by DFT and the proposed p-GW method. The total density-of-states of the central region (a) and
projected onto the GW subspace (b) show that the many-body correction shifts the defect level states while maintaining the DFT bulk
properties. (c) Transmission function through the defected structure. The onset of the electron transmission around the fundamental gap
is also preserved by the p-GW correction.
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Prediction of the evolution of defects induced by the
heated implantation process: Contribution of kinetic
Monte Carlo in a multi-scale modeling framework
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D. Rideau1, P. Pichler3, A. Hémeryck2, and F. Cristiano2
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Abstract—The extended defects formed as a result of heated
implantation and thermal annealing are studied using transmission
electron microscopy and Kinetic Monte Carlo simulations. We
highlight the relevance of using Kinetic Monte Carlo to provide
information for continuum scale simulations and also the value of
integrating molecular dynamics results for its calibration.
Index Terms—Kinetic Monte Carlo, Process simulations, Heated
implantation, Multi-scale modeling.

I. INTRODUCTION

Leakage current in transistors is known to increase in presence
of extended defects such as {311} and dislocation loops [1].
Extended defects can be related to the implantation and an-
nealing process. Thus, innovative process conditions to reduce
defects concentration, such as heated implantation, are currently
explored [2]. To assist in the optimization of the heated im-
plantation process, Kinetic Monte Carlo (KMC) is an efficient
methodology as it takes temperature into account and is inte-
grated in state-of-the-art Technology Assisted Computer Design
(TCAD) software [3]. In this work, the KMC as implemented in
[3] is used to investigate the defects remaining after the heated
implantation and annealing process, from small interstitial clus-
ters to the formation of dislocation loops (DLs). The simulation
results are compared with transmission electron microscopy
(TEM) for three implantation conditions where the temperature
varies. The experimental results (see section II) reveal two
distinct defect formation regimes for which it is necessary to
use different levels of modeling as a function of temperature
(see section III), i.e. a hybrid approach coupling the process
KMC and continuum solvers of [3] for the low implantation
temperatures and, for high implantation temperature, a full KMC
scheme.

II. EXPERIMENTAL RESULTS

We describe the results obtained by heated implantation for Si
wafers implanted with Arsenic. Three wafers were implanted
with Arsenic at RT, 150 °C and 500 °C. For each of these
temperatures, the implantation is performed in two steps: a
first implantation at 180 keV with a dose of 1014 cm−2 and a
second implantation at 100 keV with a dose of 8×1013 cm−2.
An identical annealing treatment was performed for the three
implanted wafers (see Tab. I). These as-implanted wafers are

then analyzed by TEM and after the annealing cycle, as shown
in Fig. 1.

Figure 1: TEM analysis of As implanted Si wafers at three
temperatures: RT, 150 °C and 500 °C (Top) cross-section images
carried out in as-implanted Si wafers. (Bottom) plane-view
images after annealing as given in Tab. I.

In Fig. 1-(Top), describing the material after implantation, we
observe amorphization layer at RT, and a damaged material
at 150 °C and 500 °C. After annealing (Fig. 1-(Bottom)), for
both RT and 150 °C implantations, DLs are observed in TEM.
Implantation at high temperature (500 °C) exhibits a different
kind of defects, i.e. extended {311} defects.

Table I: Annealing sequence following the implantations at RT,
150 °C and 500 °C.

Annealing steps 1 2 3 4 5 6
Temperature (°C) 625 750 700 625 800 750
Time (minutes) 120 60 210 52 30 60

III. SIMULATIONS RESULTS

The continuum simulation model implemented in [3] is consis-
tent with TEM results for RT implantation. In the case of 150 °C
and 500 °C implantations using the software [3] the KMC model
reproduces the TEM observation of an absence of amorphous
layer (not shown) whereas the continuum model implemented
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Table II: Interstitial densities trapped in DLs.

I in loops (cm−2) TEM full KMC Continuum Hybrid
RT 1.4 ×1014 1.2 ×1014 1.3×1014 1.8 ×1014

150 °C 1.6 ×1014 2.3 ×1014 1.6 ×1014 3.0 ×1014

(without additional parameter calibrations) does not reproduce
it. In this paper, we focus on the simulation of defects at the
end of the annealing sequence. To replicate the two observed
experimental trends at the end of annealing (DLs in RT and
150 °C implantations and {311} in 500 °C implantation), we
use two modeling approaches: a coupling between the process
KMC and continuum solvers of [3] is proposed for RT and
150 °C implantation temperatures (see section III-A). For high
temperature implantation (500 °C), a full KMC simulation is
performed using molecular dynamics (MD) simulation results
[4] for a detailed calibration of interstitial clusters (see section
III-B).

A. Using hybrid KMC for RT and 150 °C implantations

The KMC simulates DLs after the annealing in good consistency
with the TEM images. KMC provides an estimation of density
of interstitials trapped in DLs close to the TEM count for RT
implantation but it overestimates it by 50% for the 150 °C
implantation (Tab. II). Using TEM images and additional cali-
brations to estimate excess interstitials after the implantation,
a continuum simulation using the model of [5] provides a
simulation consistent with TEM interstitial count (Tab. II).
To take advantage of the speed of continuum simulations with-
out having to calibrate its parameters from TEM experiments, a
hybrid approach combining KMC for implantation and contin-
uum simulations for annealing was performed. The excess inter-
stitials present in the amorphous pockets (intersitials-vacancies
clusters) and interstitial clusters in the KMC simulations are
converted into a continuous data field associated to I2. The
KMC is used for the implantation and for the beginning of the
annealing sequence, until there is no more amorphous pockets
in the simulation domain. Here, the interstitial densities in DLs
simulated are of the same order of magnitude than in the TEM
count, the densities of interstitials in DLs in the 150 °C being
overestimated. The use of the KMC-continuum switch divides
the computational cost time by a factor of 8 compared to a full
KMC simulation using the same area.
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Figure 2: Number of I trapped in DLs using the hybrid approach
combining KMC and continuum model after implantation and
amorphous pockets disappearance at RT (red) and 150 °C (blue).

B. Dependence of SMIC size for 500 °C implantations

In the 500 °C implantation case, the KMC predicts the formation
of DLs, result which is in disagreement with the {311} defects
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Figure 3: (Left) Difference in formation energies of clusters
In and In−1 as implemented in the KMC (blue), calculated for
the Arai SMIC family using MD [4] (green) and as they were
implemented in this work to simulate {311} defects in 500 °C
implantation using KMC (red). (Right) {311} defect simulated
in KMC using the energies in the left figures. Small green
particles correspond to I4 clusters and blue one to As atoms.

observed in TEM images. In the 500°C implant case, the
annealing sequences being the same for the three wafers, the
difference which leads to {311} formation must originate from
the implantation step. During the 500 °C implantation the
interstitials form stable interstitial clusters (SMICs) while for
RT and 150 °C, the interstitials are in much larger amorphous
pockets or clusters. The SMICs have been the subject of several
atomic investigations in the literature [4][6][7]. Two kinds of
SMICs were identified: the chain-like defects type, precursor
of {311} [7] and the Arai type whose structure is close to the
one found in [6]. The second type of SMICs is known to have
very stable structures for I4n. An increase of the difference
between I4n and other SMICs in the activation energies for
the emission of an interstitial from a given cluster is expected
to slow down the growth of extended defects. Indeed, this
modification enables to simulate {311} in 500 °C case (Fig.
3). Further investigations on the SMICs obtained after implant
at 500 °C using MD simulations will be shown in the full-paper.

IV. CONCLUSION

The KMC demonstrates its validity in simulating heated im-
plantation and reproducing experimental observations. For RT
and 150 °C, a smart coupling of KMC with continuum model
for the simulation of the annealing sequence allows to greatly
improve its efficiency. For 500 °C, we show the importance of
a fine calibration, based on atomic MD simulations to explain
the observed formation of {311} defects.
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Surface scattering impact on Si/TiSi2 contact resistance      
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Abstract— This study reports the practical limit on contact 

resistance of Si (100)/TiSi2 system. The maximum transmission in 

silicide contact is estimated via overlap of conducting modes. This 

ideal limit is then compared versus the coherent transport, where 

DFT-NEGF is applied to a pool of model interfaces. It is shown 

that interface scattering increases the contact resistance by an 

order of magnitude. The barrier tunneling strongly depends on 

surface termination and coordination defects. For the studied 

samples, the trend of contact resistance matches with transmission 

at Fermi level.            

Keywords—Contact resistance, transmission, surface scattering, 

valley filtering, DFT-NEGF. 

I. INTRODUCTION 

The scaling of transistors in advanced nodes has effectively 
decreased the channel resistance. This makes the parasitic 
contributions particularly important, as they do not scale easily. 
Perhaps, the most challenging component is the contact 
resistance. Currently, titanium silicide (TiSi2) is the common 
metal choice. In this study, some basic aspects of carrier 
transport in Si/TiSi2 system are explored. 

The samples of Si/C49-TiSi2 junctions are prepared in (100) 
orientation. For this orientation, TiSi2 may have 5 different 
terminations: three Si-rich and two Ti-rich atomic planes. Figure 
1 shows the corresponding hetero-interfaces for all TiSi2 
terminations. The density functional theory (DFT) relaxation is 
performed under PseudoDojo pseudopotentials [1] with PBEsol 
functional and double-zeta polarized basis. The density cut-off 
energy is set to 600 Ha. The k-grids of 3×3×1 are applied for 
the density calculations. The contact resistance is calculated in 
two different ways: valley filtering and DFT non-equilibrium 
Green’s function (DFT-NEGF) method. For the valley filtering, 
our procedure is similar to the work in Refs. [2] and [3]. After 
structural relaxation, the unit cells of bulk-representative parts 
are used for band structure calculation with uniform k-grids of 
101×101×101. The k-resolved distribution of modes, M (E, k), 
is then extracted for the relevant energy range. From the valley 
filtered M (E, k), the contact resistance ( 𝜌 ) is computed 
according to Landauer formalism [3].  

For DFT-NEGF method, meta-GGA exchange-correlation 
functional of Tran & Blaha (TB09) is used [4]. The c-parameter 
is set to 1.03511. The density mesh cut-off is set to 100 Ha. 
Following the experimental reports [5], silicon is doped to 
3×1020 cm-3 level with donors. The transmission spectrums are 
computed with uniform k-grids of 51 × 51 × 1 and used for 
contact resistance calculations [6]. 

II. RESULTS AND DISCUSSIONS 

 Figure 2 shows k-resolved conducting modes of C49-TiSi2, 

Si, and the corresponding overlap. The conducting modes are 

effectively filtered in high energy range as it is shown in Fig. 

3(a). Consequently, the difference of intrinsic and valley-filtered 

resistance is increased at high carrier concentration, shown in 

Figs. 3(b) and 3(c). Though these results consider the non-

ideality of metal and mismatch of symmetries, the reflection and 

tunneling resistance at interface is neglected. Therefore, these 

results can set the lowest theoretical limit for contact resistance. 

To investigate the impact of interface scattering, DFT-NEGF 

simulations are carried out. The corresponding k-resolved 

transmissions are shown in Fig. 4. The transmissions across 

hetero-interface are much lower than ideal limit in Fig. 2. In 

particular, the conducting path near Γ-point is totally vanished 

for all cases.  This is mainly due to the heavy effective mass in 

longitudinal direction. Figure 5(a) demonstrates the comparison 

of T (E) among five different interfaces. As shown in Fig. 5(b), 

the contact resistances are much larger than theoretical limit in 

Fig. 3(c), i.e. 5.9 × 10−11 Ω ∙ 𝑐𝑚2 . Interestingly, the atomic 

structure in case 3 gives the highest resistance. This is due to the 

fact that the specific Si-termination does not produce the 

metallic character of TiSi2. As a result, the tunneling path 

between semiconductor- and first metallic-plane gets longer, 

which effectively hamper the tunneling and transmission. In 

general, the combination of bond-intimacy and coordination 

defects will determine the level of tunneling. The effective 

contribution of these factors can be presented by transmission at 

Fermi level, 𝑇(𝐸𝑓) . As shown in Fig. 5(c), there is strong 

correlation between contact resistance and 1 𝑇(𝐸𝑓)⁄ . 

Consequently, 𝑇(𝐸𝑓) can be used as a metric for fast screening 

of model interfaces.   

III. CONCLUSION 

The impact of interface chemistry on tunneling current in 
silicide contact is investigated. Among the prepared samples 
with similar Schottky barrier heights, those with shorter 
tunneling path and coordination defects closer to Fermi level 
produce lower contact resistance. For the nominal doping level, 
the tunneling current is much lower than theoretical limit. This 
suggests that there is a big room to engineer the interface and 
optimize the contact resistance. 
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Fig. 4. The DFT-NEGF calculations of the transverse k-resolved transmission spectrums of Si (100) /TiSi2 (100) interfaces as shown in Fig 1. 

 
 

Fig. 5. (a) The DFT-NEGF transmissions per unit area of 5 cases of Si (100) doped by 3×1020 cm-3 /TiSi2 (100) interfaces (Fig. 1) as function of energy from its 

Fermi level. (b) The corresponding resistances at room temperature. (c) The inverse transmission at Fermi level of these 5 cases. 
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Fig. 1. The atomic structures of Si (100)/TiSi2 (100) interfaces. 
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Fig. 2. The transverse momentum-resolved distribution of modes (DOM) of TiSi2, Si with surface 

orientation in (100) direction, and its valley filtered DOM, respectively. Here, the energy level 
is at 0.08 eV from conduction band minimum. 

 

 
 
Fig. 3. The comparison between the intrinsic limit properties of Si and its valley filtered by TiSi2 

at 300 K. (a) The available conducting modes per unit area, M (E) as function of energy from 

the conduction band minimum (CBM). (b) The resistance at different Fermi level from CBM. (c) 

The resistance as function of electron concentration. 
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