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A B S T R A C T

A key attribute for Phase-Change Memories to be used for neuromorphic computing is the possibility to create
intermediate resistance states by the progressive crystallization during the successive application of set pulses.
To complete an experimental approach, we studied progressive crystallization by simulation. Insight on the
real mechanisms of progressive crystallization is obtained by coupling Joule heating, diffusion of heat and a
phase change model relying on the Phase Field Method.
1. Introduction

Phase-Change Memories (PCM) are today considered the most ma-
ture among novel non-volatile memory technologies. PCM rely on the
reversible and rapid phase transition between the amorphous and crys-
talline phases of chalcogenide materials such as Ge2Sb2Te5 (GST225).
The ability to alter the conductance levels in a controllable way makes
PCM devices particularly well-suited for synaptic realizations in neu-
romorphic computing [1–3]. The PCM devices are currently being
investigated as building blocks for neuromorphic circuits [4]. A key
attribute that enables this application is the progressive crystallization
of the phase-change material and subsequent increase in device conduc-
tance by the successive application of appropriate electrical pulses. We
studied by simulation the progressive crystallization of GST225 PCM
with a dedicated tool relying on the Phase Field Method (PFM) coupled
with an electro-thermal solver [5]. The devices studied are GST225
state-of-the-art PCM devices. The simulations presented in this work
were compared to electrical results relative to conductance evolution
during progressive application of recrystallization pulses. Our model
allows understanding the mechanisms of recrystallization during set
pulses and consequently can help controlling the intermediate states
of resistance of PCM devices.

2. A solver for PCM coupling the Phase-Field method with an
electro-thermal model

The Phase-Field Method (PFM) is a continuum model based on non
equilibrium thermodynamics used in materials science to simulate the
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evolution of microstructures [6,7]. The PFM method can be extended to
take into crystalline grains orientation [8]. This method is now widely
used in phase change problems and failure process problems [9–12].
The finite element electro-thermal solver coupled with the Phase Field
Method was already presented [5] and we just give here a reminder of
its main features. The PFM relies on an order parameter 𝜂 representing
the local crystallinity of PCM material (𝜂 = 1 in the crystalline phase
and 𝜂 = 0 in amorphous phase). Time evolution of 𝜂 is governed by the
Allen–Cahn Eq. (1) and corresponds to the reduction of the total energy
of the system composed of free-energy of bulk phases and energy of
interfaces between phases [13].

𝜕𝜂
𝜕𝑡

= −𝐿𝜂

(

𝜕𝑓 (𝜂, 𝑇 )
𝜕𝜂

− 𝜅∇2𝜂
)

(1)

𝑓 (𝜂, 𝑇 ) is a local free-energy density for which we use the expression
proposed by [14]. 𝐿𝜂 is a positive kinetic coefficient, 𝑓 (𝜂, 𝑇 ) is a local
free-energy density that consists of a double well function 𝑓𝑑𝑤 and an
interpolation function 𝑓𝑝(𝜂, 𝑇 ).

At the melting point, the two phases have the same free energy den-
sity and there is no driving force for crystallization but the two phases
are separated by a free energy barrier represented by the double-well
potential.

The kinetic coefficient 𝐿𝜂 , introduced in Eq. (1), can be calculated
from the front velocity (which in our case is the crystalline growth
velocity 𝑉𝑔) by the equality:

𝐿𝜂 =
𝑉𝑔 ⋅ 𝑅𝑐

𝜅
(2)
vailable online 25 November 2022
038-1101/© 2022 Elsevier Ltd. All rights reserved.

https://doi.org/10.1016/j.sse.2022.108542

https://www.elsevier.com/locate/sse
http://www.elsevier.com/locate/sse
mailto:olga.cueto@cea.fr
https://doi.org/10.1016/j.sse.2022.108542
https://doi.org/10.1016/j.sse.2022.108542
http://crossmark.crossref.org/dialog/?doi=10.1016/j.sse.2022.108542&domain=pdf


Solid State Electronics 200 (2023) 108542O. Cueto et al.
Fig. 1. Illustration of the PCM device.
where 𝑅𝑐 is the curvature radius of the interface that we will consider
as equal to the radius of critical nuclei [13,14]. Main thermodynamical
parameters are given in [5]. The parameters of the PFM method, 𝜅 and
𝐻 , are considered constant for this work.

Phase change mechanisms that occur during the PCM operations
generally involve concurrent nucleation and growth. Nucleation could
be introduced in the PFM as an additional Langevin noise term in
Eq. (1) but this can become computationally expensive since it requires
sampling at a very high frequency if nucleation events are very rare.
In our work, nucleation model is maintained as a separate entity from
the Phase-Field equation: we use two algorithms which alternate, one
for nucleation and one for growth and coarsening corresponding to the
advance of Eq. (1).

Our nucleation model relies on the classical nucleation theory. Due
to the very fast increase (in the order of 1012 K∕s) and decrease of
temperature (in the order of 1010 K∕s) associated to the electrical pulses
used in PCM, a transient nucleation 𝐼(𝑥, 𝑦, 𝑡) rate is taken into account:
the expected number of critical nuclei generated during 𝑑𝑡 and in an
unit volume ℎ3 located at (x,y) is calculated by:

𝑁(𝑥, 𝑦, 𝑡) = 𝐼(𝑥, 𝑦, 𝑡) ⋅ 𝑑𝑡 ⋅ ℎ3 (3)

During the nucleation step, critical nuclei are introduced into individual
cells randomly but with a mean formulation rate given by 𝑁(𝑥, 𝑦, 𝑡).

An ohmic model approach is used to simulate the electrical behavior
of the PCM cell. The electro-thermal solver relies on the coupled system
of partial differential equations formed by the current conservation
equation and the heat transfer equation.

∇ ⋅ (−𝜎∇𝑉 ) = 0 (4)

The heat equation in the PCM material includes the energy exchange
due to the latent heat of melting.

𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡

+ ∇ ⋅ (−𝑘𝑡ℎ∇𝑇 ) = 𝜎(∇𝑉 )2 + 𝐿𝑑ℎ
𝑑𝜂

𝜕𝜂
𝜕𝑡

(5)

where 𝜎, 𝜌, 𝐶𝑝, 𝑘𝑡ℎ and 𝐿 stand for the PCM electrical conductivity,
density, heat capacity, thermal conductivity and latent heat of melting
and ℎ is a smooth interpolation function. For PCM, 𝜎 and 𝑘𝑡ℎ depend
on 𝜂 and 𝑇 . More precisely, 𝜎 is implemented using a state variable
with four possible values (crystal, liquid, amorphous with high or low
electrical resistivity) and takes into account electronic switching. The
amorphous phase is electrically in the off-state if the local electric field
is lower than a threshold electric field (𝐸𝑡ℎ) and switches to the on-
state if the local electric field becomes higher than 𝐸𝑡ℎ. The system of
previous equations is discretized using the Finite-Element method with
the Partial Derivative Equations interface of COMSOL multiphysics®.

3. Measurement results

Our simulation work is part of a more extended work presented
in [15] in which for the first time the control of conductance level
in PCM cells by mean of a frequency modulation of progressive SET
pulses is reported. In this context, the simulation work intends to
explore crystallization mechanisms taking place during the application
2

Table 1
Thermal boundary resistances values.

TBR between heater and SiN 5 . 10−9 Km2 W−1

TBR between heater and GST 2 . 10−8 Km2 W−1

TBR between GST and SiN 5 . 10−9 Km2 W−1

TBR between GST and TiN 2 . 10−8 Km2 W−1

of successive set pulses. Regarding the electrical characterization part,
we performed experiments on a GST-based PCM array. The memory
array consists of 16kbit single bank built on 28 nm CMOS technology
front end on 300 mm wafer. The selector devices are MOS transistors
with thin oxide. The PCM resistor is a GST225 PCM device integrated
into the LETI Memory Advanced 300 mm Demonstrator (Fig. 1). The
electrical measurements were carried out with an Agilent B1530 [15].
First a reset pulse is applied with the following characteristics: 𝐼𝑅𝑒𝑠𝑒𝑡 =
557 μA and 20 ns∖500 ns∖20 ns (rise∖width∖fall times), which leads
to a full reset state (𝑅 > 106 Ω). Next a train of successive pulses
20 ns∖ 10 μs ∖20 ns (rise∖width∖fall times) were delivered to the cell.
The selector gate is used to control the current. After each pulse the
conductivity is dynamically measured at low field (𝑉𝑅𝑒𝑎𝑑 = 0.2 V). If
multiple read operations are carried out during the period between two
set pulses, it is proven experimentally that drift lowers the conductance
during this period [15].

We studied two regimes: a high current regime (𝐼ℎ = 160 μA)
and a low current (𝐼𝑙 = 25 μA). After each pulse, the resistance of
different 10 devices is averaged and plotted in Fig. 2. As can be seen
the conductance (G) increases firstly linearly (pulses < 20–30) and
then saturates when additional pulses are applied. This can be partially
explained by the drift of the amorphous phase that happens during the
period between successive set pulses.

4. Simulation results and discussion

Due to the small dimension of the heater in the lateral direction
(5 nm) in comparison with its depth (45 nm) as visible on Fig. 1b, we
assume two-dimensional simulations are a good compromise between
precision and CPU time. The 2D domain used for the simulation includ-
ing the different materials is depicted in Fig. 3. The phase field method
which relies on a smooth interface representation requires a mesh size
of 0.5 nm in the PCM domain. The resolution relies on two different
meshes: a coarse mesh for the whole domain where the electro-thermal
problem is solved and a finer mesh for the PCM domain where the PFM
is solved.

Interfaces between materials become increasing important when the
dimensions involved are of the tens nanometer scale [16]. Consequently
we introduced TBR at the interfaces between heater and PCM, heater
and encapsulating SiN and between PCM layer and encapsulating SiN
as indicated on Fig. 3. The values used for the TBR given in Table 1
rely on published experimental results [16,17] .

Starting from a device with an amorphous dome obtained by the
reset pulse simulation, we have qualitatively reproduced the progres-
sive increase of conductance associated to low and high current set
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Fig. 2. G versus number of pulses — left: for 350 pulses — right: for the first fifteen pulses.
Fig. 3. Left: simulation domain — right: simulated temperature field during the plateau of the reset pulse including TBR localization.
Fig. 4. Comparison of G by simulation versus electrical characterization for the three first pulses.
pulses. The mechanisms of recrystallization can be nucleation or growth
dominated depending on the set pulse characteristics. Our simulations
clearly indicate a nucleation dominated mechanism in the conditions
of our set pulses. As plotted in Fig. 4, the increase of conductance
associated to each set pulse is reproduced by the simulation for the
three first pulses. For more pulses, the simulation model overestimates
the increment of conductance because currently it does not integrate
the drift phenomenon which is supposed to counterbalance the increase
of conductance [15].

For the set pulse with 𝐼 = 25 μA, neither fusion nor re-amorphization
occurs during the set pulse and increase of conductance is due to
nucleation and growth within the amorphous dome as illustrated by
Fig. 5b. We hypothesize that the conductivity saturation can still be
ascribed to the counter effect of drift even though no-reamorphization
3

occurs. For the set pulse with 𝐼 = 160 μA, the scenario of recrystal-
lization is different because the current is high enough to trigger the
melting of the central part of the active domain leading to a nucleation
rate maximal in the periphery of the melted domain as visible in
Fig. 6. As indicated by the simulation (Fig. 5c), the high current
regime corresponds to a re-amorphization of the GST mushroom core,
while the surrounding GST slowly nucleates, leading to the increase of
conductance. It can be shown that in this scenario, the conductivity
saturation can be fully explained by the counter effect of resistance
drift of the amorphous, which tends to lower the conductance after
each pulse [15].

In both set high and set low regimes, the temperature field obtained
in the vicinity of the crystal/amorphous interface is not favorable to the
regrowth of the interface excepted in a small part of the interface in the
top of the amorphous domain. The simulations show that, if the current
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Fig. 5. Progress of crystallization after 1000 ns for the second pulse: crystalline phase (purple red), amorphous phase (blue). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
Fig. 6. Pulse set I = 160 𝜇A t = 600 ns - (b) the yellow domain corresponds to the melted PCM - (c) nucleation rate is maximal on the periphery of the melted domain. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
is high enough, each pulse causes the re-amorphization of a central
GST dome core. So we can consider the drift is the same between
two consecutive pulses whatever its rank in the train of pulses. As we
assume that the conductivity drift after each pulse is identical pulse
after pulse, a model linking the conductance increase, 𝛿𝐺 to the drift
could be proposed (𝛿𝐺 is due to the additional crystallization between
two pulses); this model is presented and discussed in [15].

5. Conclusion

The progressive crystallization that occurs during the successive
application of set pulses was studied by electrical characterization and
simulation. Insight on the real mechanisms of crystallization is obtained
by coupling Joule heating, diffusion of heat and a phase change model.
We reproduce and explain the two different regimes of recrystallization
corresponding to set low and set high pulses evidenced by electrical
characterization. Thanks to this model the hypothesis that drift counter-
balances the increase of conductance during the progressive application
of set pulses is confirmed. This work paves the way to a better control
of the set pulses to be used to generate predefined conductance levels
in PCM devices for neuromorphic computing.
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