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Abstract—In this paper we present a method to obtain the
band offset of semiconductor heterointerfaces from Density
Functional Theory together with the nonequilibrium Green’s
function method. Band alignment and detailed properties of the
interface between Cu2ZnSnSe4 and CdS are extracted directly
from first principles simulations. The interface is important for
photovoltaics applications where in particular the band offsets
are important for efficiency. The band bending pose a problem
for accurate atomistic simulations of band offsets due to its long
range. Here we investigate two different methods for dealing
with band bending directly. One involves doping the materials
to induce a shorter screening length. The other method is to
apply a voltage bias across the interface to correct for the band
bending. The calculated band offsets agree well with previous
experimental and theoretical studies and, interestingly, the offset
is seen to depend on whether or not the interface is under flat-
band conditions.

I. INTRODUCTION

Semiconductor heterointerfaces play an increasingly impor-
tant role in optical and electronic devices due to miniaturiza-
tion and to the pervasive trend of introducing new materials
to tailor the desired device properties [1]. In particular, the
valence- and conduction band offsets (VBO and CBO) at
the interface affect the transport properties and recombination
rates at the interface [2].
Methods to obtain VBO and CBO from first principles have
been recently reviewed [3]. Among them, an explicit interface
modeling method inspired by the photoemission measurement
has gained significant popularity due to its excellent agreement
with experimental data [4]–[6]. In this method, the energy
positions of the valence bands of materials A and B are first
calculated separately in the two unstrained bulk materials with
respect to a reference energy unique to each bulk calculation
(for example, the position of a core level). Then, an explicit
interface calculation is employed to align the two valence band
positions to a common energy reference, which can be a core
level or the averaged local potential.

Conversely, we propose a method where the band align-
ment can be obtained directly from the interface supercell

calculation containing both materials using Density Functional
Theory (DFT) together with Nonequilibrium Green’s functions
(NEGF). In this way it is further possible to extract information
about the atomic properties of the interface such as defects
and tunneling of states over the interface and study transport
phenomena. Similar methods have been used previously to
study Schottky barriers [7].

To demonstrate this method, we have selected the CZTSe-
CdS interface as a case study. Cu2ZnSnSe4 (CZTSe, band
gap 1.0 eV), Cu2ZnSnS4 (CZTS, band gap 1.5 eV) and
their alloy Cu2ZnSnSxSe4−x (CZTSSe, tunable band gap 1.0-
1.5 eV) are promising p-type semiconductors for thin-film
photovoltaics. To indicate all three materials in general terms
we use the notation CZTS(e). In solar cell devices, their n-type
heterojunction partner is typically CdS, with which the best
conversion efficiencies reported so far have been achieved [8],
[9]. A schematic band diagram is shown in Fig. 1(a).

As noted in a number of review papers [10]–[12], loss
mechanisms at the CZTS(e)/CdS interface are believed to
be one of the reasons why laboratory-scale CZTS(e) solar
cells still lag far behind their theoretical maximum efficiency.
To emphasize the potentially dramatic consequences of an
unfavorable band alignment of the CZTSe/CdS interface on
solar cell efficiency, we have carried out a device-level simu-
lation (Fig. 1(b)). There, we have swept the electron affinity
of CZTSe to recreate different hypothetical band alignments,
according to Anderson’s rule [2]. The results are shown in Fig.
1(b). A type I alignment, or conduction band ”spike” with a
height between +0.1 eV and +0.4 eV (Fig. 1) is found to be
optimal, in agreement with similar studies on other solar cell
heterointerfaces [13], [14].

Despite the importance of the offset values in device per-
formance, only few reports of calculated band alignments are
available in the literature and mostly with focus on CZTS.
Only one report could be found on CZTSe [15]. To the best
of our knowledge, only the photoemission-inspired calculation
method [4] has been reported for any CZTS(e)/CdS interface
[15]. The actual band alignment at the CZTS-CdS interface is
still disputed, with experimental and theoretical offsets scat-978-1-5090-0818-6/16/$31.00 c©2016 IEEE
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Figure 1: a) Schematic illustration of the sign conventions
and symbols used for the band alignment problem. The signs
of the CBO and VBO are referred to the lower band gap
semiconductor, so that a positive CBO means that the CdS
conduction band lies above the CZTSe conduction band.
Assuming a negative VBO, a positive (negative) CBO results
in a type I (II) interface, also known as conduction band spike
(cliff). Eg,CZTSe and Eg,CdS are the band gaps of CZTSe
and CdS respectively. b) Simulated CZTSe/CdS heterojunction
solar cell efficiency as a function of the conduction band
offset. The shaded region is the optimal CBO range for achiev-
ing maximum efficiency. c) Periodic supercell containing the
(100)/(100) interface of CZTS and CdS, dimensioned as in
previously reported calculations [15].

tered in a broad energy range -0.34 eV to +0.45 eV. However,
the few existing studies for the CZTSe-CdS interface are in
rather good agreement: Different photoemission experiments
have measured +0.48 eV [16], +0.34 eV [17], and +0.3 eV off-
sets [18], while a theoretical study has calculated a +0.34 eV
offset [15]. This provides a benchmark for our proposed
method and allows adding new information to an interface
in which the band alignment is relatively well established.

II. COMPUTATIONAL DETAILS

The preliminary device-level simulation was performed nu-
merically with the finite-element method as implemented in
the thin-film solar cell simulation software SCAPS [19] on
a standard CZTSe/CdS/ZnO device structure. The material
parameters were taken from various literature sources [20],
[21]. The CBO between CZTSe and CdS was swept from -
0.4 eV to +0.6 eV by sweeping the electron affinity of CZTS
while maintaining the flat band conditions at the contacts.

All first-principles calculations in this study were performed
with the ATK DFT software [22] using a double zeta polarized
LCAO basis set [23], [24]. The combination of DFT with
NEGF enables a device setup with semi-infinite electrodes on
each side of the interface.
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Figure 2: Total and projected density of states of bulk CZTSe
calculated with GGA (a) and GGA + U (b) and for bulk CdS
calculated with GGA (c) and GGA + U (d).

It is well known that the bandgaps of CZTSe and CdS
are poorly reproduced with the conventional local density
approximation (LDA) or generalized gradient approximation
(GGA) approach to the exchange-correlation potential in DFT
calculations [15]. We use the semi-empirical Hubbard correc-
tion where an additional energy term of the form

EU =
1

2

∑
µ

Uµ
(
nµ − n2

µ

)
(1)

where nµ is the projection onto an atomic shell and U is cho-
sen to reproduce the experimental bandgap in the bulk unit cell
of either material, is added to the usual GGA-PBE exchange-
correlation functional. This method is a computationally cheap
way to correct for the self interaction of localized electrons in
strongly correlated systems [25]. In Fig. 2, we compare density
of states (DOS) of bulk CZTSe calculated with and without
the Hubbard correction term. As expected the bandgaps are
opened and the valence bands of d-like character for Zn and
Cd are downshifted in energy. This is very similar to the
effects seen when using the G0W0(HSE) approach on CZTS
[26] indicating a high degree of self interaction error in these
systems. Previous theoretical studies [15] have been performed
on interface supercells with up to 3 unit cells of either material.
This means that dimensions only up to a few nm in the
direction perpendicular to the interface plane have been used
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Figure 3: Structure used to simulate the 100/100 interface of CZTSe (left) and CdS (right). The supercell is more than five
times larger than that used in previous work [15].

(Fig. 1). Furthermore these calculations were performed using
periodic boundary conditions (PBC) in all directions resulting
in interfaces separated by less than 2 nm as shown in Fig. 1.

Instead, in this work we employed a supercell that is 20 nm
in length (Fig. 3) and semi-infinite boundary conditions in the
direction perpendicular to the interface plane, as allowed by
the DFT-NEGF approach. This assures that bulk-like condi-
tions are met on either side. This approach can be justified
as the thickness of each layer of material in real devices
is tens of nm for CdS and hundreds of nm for CZTSe, so
semi-infinite boundary conditions give a better description of
the situation than PBC’s [7]. The supercells employed in the
calculation are periodic along the interface using 5x3 k-points.
In the electrodes of the device a 3x5x100 k-point grid is used.
K-points were chosen so that the total energy of the bulk
materials was converged to within 0.5 meV. Several interfaces
can be constructed with different surface geometries and for-
mation energies. Here we consider the CZTSe(100)/CdS(100)
interface, which has relatively low strain of ∼2.5%. GGA + U
is known to overestimate lattice parameters for CZTS(e), we
therefore keep the experimental lattice parameter for CZTSe.
When setting up the interface the CdS bulk crystal is strained
to fit that of CZTSe.

All relaxation where performed until interatomic force
where below 0.02 eV/Å. Calculations of the local density
of states (LDOS) in the device were performed using 11x11
k-points. Using this scheme we can for the first time study
directly the effect of the interface on the band-alignment and
transport properties in this system.

III. RESULTS

Fig. 4(a) shows the LDOS and the local potential across
the intrinsic (non-doped) interface. We see a clear spike-like
CBO in agreement with previous theoretical and experimental
studies [15], [16]. The potential shows a residual slope towards
the electrodes indicating that the screening is not contained
within the supercell. Nevertheless, the CBO obtained with
this method (∼0.3eV) is in good agreement with experimental
data measured under equilibrium conditions [17], [18]. To
address the problem of the residual slope in the potential,
one can reduce the screening length by doping both materials.
Our simulations include doping by adding a complementary
charge to the atomic sites. Fig. 4(b) shows the LDOS and local
potential across the interface where a p-type (n-type) charge
density of 1018 cm−3 unit charges are added to CZTSe (CdS).
Adding the charge removes the residual slope of the potential,
however it also dramatically changes the electronic structure of
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Figure 4: The local potential (top) and local density of states
(bottom) of the CZTSe/CdS interface resolved along the
direction perpendicular to the interface surface. (a) equilibrium
conditions with zero bias and zero doping; (b) equilibrium
conditions with zero bias and 1018 cm−3 doping density; (c)
non-equilibrium conditions with an applied forward bias to
achieve flat-band conditions and zero doping.

the interface. Further, it must be emphasized that the amount
of charge needed here to contain the screening within the
cell is very large compared to the real doping density of
CZTSe, which is on the order of 1015–1016 cm−3 [8]. In
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fact, the experimental screening length of CZTSe (equivalent
to the depletion region width in a p-n+ junction device) is
about 20 times larger than the width of the CZTSe layer in
our supercell and consequently several hundred times larger
than previous theoretical studies [8], [15]. To handle weakly
screened materials, i.e. with band bending occurring over more
than a few nm, we apply a small forward bias in the device
simulations. Fig. 4(c) shows the LDOS and potential across
such a system. Clearly we have in this way achieved flat
band conditions on both sides of the device and at the same
time removed the residual slope of the local potential. Such
a calculation is only possible due to the device setup we
have used here. The obtained CBO is +0.6 eV which agrees
nicely with the only reported measurement done under flat-
band conditions [16]. Note that the CBO is larger in the flat-
band case than in the case of equilibrium band bending, which
was also the case in experimental studies [16]–[18]. Finally in
the LDOS for the undoped and doped systems at equilibrium,
Fig. 4(a) and Fig. 4(b) respectively, localized states appear
inside the gaps of either material. Localized states can have
a crucial impact on the performance of any electronic device
by e.g. increasing the recombination rate. They may also lead
to errors in experimental measurements of band offsets due to
lack of sufficient resolution to distinguish an interface state
from its nearest bulk band. These states can be addressed
directly in the device method as opposed to bulk supercell
simulations. In particular, we note that the CBO in the doped
system (Fig. 4(b)) is strongly influenced by the presence of
localized states.

IV. CONCLUSION

We have successfully analyzed the electronic structure of the
interface between CdS and Cu2ZnSnSe4 using first principles
calculations. This interface is of particular interest for the pho-
tovoltaics community. The conduction band offset across the
interface has been identified as a bottleneck for efficiency of a
promising thin-film solar cell device, using device simulations.
From DFT-NEGF calculations a CBO of +0.6 eV is found
under flat-band conditions imposed by applying a forward
bias over the interface to correct for band-bending. The results
agree reasonably well with experiments under equilibrium and
flat-band conditions.
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