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Abstract—The storage device in spin-transfer torque MRAM 
(STT-MRAM) is the magnetic tunneling junction (MTJ) and 
several models for the MTJ have been proposed. However, a 
simulation framework that captures device physics at the 
atomistic level when simulating STT-MRAM at the bit-cell level 
is lacking. We propose a simulation framework (KNACK) which 
models the MTJ at the atomistic level using the Non-Equilibrium 
Green’s Function (NEGF) formalism and uses the NEGF model 
in conjunction with our STT-MRAM bit-cell circuit model for 
circuit-level simulations. Our simulation framework accepts I-V 
and C-V characteristics of the access device input either as 
lookup tables or as compact models. We show that with 
appropriate device and bit-cell parameters, our simulation 
framework has the ability to capture MTJ physics and simulate 
different genres of STT-MRAM bit-cells with results in 
agreement with experiments. 

Spin-transfer torque; STT-MRAM; modeling; simulation 
framework; magnetic tunneling junction 

I.  INTRODUCTION 

The emergence of spin-transfer torque magnetic random 
access memories (STT-MRAM) as a potential candidate for 
future universal memory technology resulted in significant 
research interest [1-5]. As a result, several genres of STT-
MRAM bit-cells have been proposed in literature [2-5]. 
However, the evaluation of different genres of STT-MRAM 
bit-cells in different applications requires a simulation 
framework that has the ablility to capture the physics in the bit-
cells during simulation. Such a simulation framework would 
allow comprehensive device-circuit-architecture analysis and 
co-optimization to achieve ultra-low power, high performance 
and robust STT-MRAM bit-cells. 

A standard 1T-1R STT-MRAM bit-cell is shown in Fig. 1. 
The basic device in STT-MRAM bit-cells is the magnetic 
tunneling junction (MTJ). As shown in Fig. 1, the MTJ stack 
consists of two ferromagnetic layers sandwiching a tunneling 
oxide (either AlOx or MgO). The ferromagnetic phenomenon in 
the ferromagnetic layers is due to exchange mediated 
alignment of electron spins in one direction. Experiments have 
demonstrated that the MTJ exhibits a tunneling resistance that 
depends on the relative magnetizations of its ferromagnetic 
layers [6-7]. Thus, the relative magnetization of the layers is 
used as the state variable in STT-MRAM bit-cells and can be 
sensed as the tunneling resistance of the MTJ. 

Several models for the MTJ have been proposed in 
literature. Most of these models capture electronic transport in 

the MTJ and the magnetization dynamics of the MTJ 
separately. A common feature of these models is the fitting of 
MTJ characteristics using fitting functions instead of solving 
the transport equations for the MTJ structure. In our proposed 
simulation framework, we used an MTJ model that solves the 
transport equations using the Non-Equilibrium Green’s 
Function (NEGF) formalism. This enables our simulation 
framework to capture device-physics at the atomistic-level 
when simulating STT-MRAM bit-cells at the circuit-level. 

The following describes details of our simulation 
framework which we call KNACK. Section II describes the 
simulation flow of KNACK as well as the device and circuit-
level models. KNACK was then used to simulate 
experimentally reported STT-MRAM bit-cells to demonstrate 
its capability. The simulation results are presented in Section 
III. Finally, Section IV concludes this paper. 

II. SIMULATION FRAMEWORK DESCRIPTION 

The overall simulation flow of KNACK is illustrated by the 
flowchart in Fig. 2. The simulation framework consists of 
1) NEGF based electron transport model for MTJ, 2) Landau-
Lifshitz-Gilbert (LLG) equation solver for capturing the free 
layer dynamics in MTJ, 3) a lookup table based model or 
compact model for the access device, and 4) circuit-level model 
to capture the behavior of the STT-MRAM bit-cell. 

A. Circuit Model of STT-MRAM Bit-cell 

The circuit model we propose for the STT-MRAM bit-cell 
is shown in Fig. 3. The bit- and source-line drivers are modeled 
as ideal voltage sources with output resistances RBS and RSS, 
respectively. With this circuit model, the strength of the bit- 
and source-line drivers can be controlled by varying RBS and 
RSS. Small output resistances (~1Ω) are used for strong drivers 
and large output resistances (~10MΩ) are used to put the driver 
in the high impedance state (or high-Z). This is useful for 
analyzing the use of voltage and current sensing schemes for 
reading STT-MRAM bit-cells. The word-line driver is modeled 
as an ideal voltage source. Stray capacitances on the bit- and 
source-lines, and the internal node, are included as CBL, CSL and 
CINT, respectively. As reported in [2-3], the MTJ electrical 
behavior is like a variable resistor and we modeled it as such. 
With this circuit model for the bit-cell, the circuit behavior of 
the bit-cell is described by (1-3). When RBS=0, KNACK 
ignores (1) and sets VBL=VBD. Similarly, (3) is ignored when 
RSS=0 and VSL=VSD. 
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In order to solve (1-3), the MTJ conductance ቀGMTJ=RMTJ
-1 ቁ 

needs to be modeled. Since GMTJ depends on the FL 
polarization [7], the FL dynamics needs to be solved. In nano-
scale MTJ, the FL may be modeled as a mono-domain magnet. 
The magnetization dynamics in a mono-domain magnet is 
described by the Landau-Lifshitz-Gilbert (LLG) equation. The 
electronic transport in the MTJ is solved using the NEGF 
method. 

B. The Landau-Lifshitz-Gilbert (LLG) Equation 

During switching, GMTJ varies as the current flowing 
through the MTJ and the relative angle between PL and FL 
change with time. Thus, the magnetization of the FL in the 
MTJ must be modeled in order to properly describe the MTJ 

dynamics. In scaled STT-MRAM bit-cell, the FL is a nano-
magnet that can be modeled as a mono-domain magnet. 
Magnetization dynamics of a mono-domain can be obtained by 
solving the Landau-Lifshitz-Gilbert (LLG) equation, shown as 
(4) [8]. γ is the gyromagnetic ratio, α is the Gilbert damping 
ratio, mෝ  is the magnetization vector of the nano-magnet and 
STTሬሬሬሬሬሬሬԦ is the spin-transfer torque term, and will be discussed in 
Section II-C. 

Equation (5) shows how magnetic-field like interactions 
are included in our model. HሬሬԦuniaxial is the uniaxial anisotropy 
field, HሬሬԦeasy‐plane	is the easy-plane anisotropy field, HሬሬԦapplied  is 

the external magnetic field applied on the magnet, HሬሬԦdipolar is 

the dipolar field from other magnets, and HሬሬԦfluct is the thermal 
fluctuation field. The basis vectors for our coordinate system 
are eොx, eොy	and eොz. We define the equilibrium direction of the 
magnet (or the easy axis) to be along the z-axis. This means 
that the magnetization vector (mෝ ) is either ൅eොz  or െeොz  in 
equilibrium. The activation energy of the magnet, which 
determines the thermal stability of the magnet (EA), is used to 
calculate the uniaxial anisotropy field using (6-7), where MS 
and V are the saturation magnetization and volume of the 
magnet, respectively, and EA=Ku2V. Experiments have 
demonstrated EA≈67kBT for >10 years retention time, where kB 
is the Boltzmann constant and T is the magnet temperature [1]. 
Equation (6) describes the demagnetizing field term for thin-
film magnets with easy-plane anisotropy and applies to nano-
magnets in which the easy axis is in the plane of the magnet. 
In our model, FL is in the x-z plane and electrons flow along 
the y-axis. However, recent experiments demonstrated nano-
magnets with perpendicular magnetic anisotropy (PMA) [9]. 
PMA nano-magnets have their easy axis perpendicular to the 
plane of the magnet. In our model, a PMA FL is in the x-y 
plane and electrons flow along the z-axis. Anisotropy fields of 
a PMA magnet are modeled as (7). In an STT-MRAM array, 
the magnetizations of all the MTJs interact via dipolar 
interactions and may be captured using (8), where for the 
i-th nano-magnet, rԦi	is the vector from the nano-magnet to FL, 
mෝi is the magnetization vector describing its orientation, and 
µr is the relative permeability of the material the nano-magnets 
and FL are buried in. Finally, the effect of finite temperature 
has been modeled as prescribed by Brown in [10] using 
(9-10), where the components of HሬሬԦfluct  are independent 
Gaussian random variables. 

The spin-transfer torque term (STTሬሬሬሬሬሬሬԦ) depends on the current 
density flowing through the MTJ. We now show how KNACK 
uses the NEGF method to determine STTሬሬሬሬሬሬሬԦ.  

C. Non-Equilibrium Green’s Function Method 

In order to describe FL magnetization dynamics under 
current-induced excitations, the spin-transfer torque term that 
enters LLG (STTሬሬሬሬሬሬሬԦ) needs to be calculated. Datta, Behin-Aein, 
Salahuddin and Datta [11] proposed using the Non-Equilibrium 
Green’s Function (NEGF) formalism to rigorously treat 
effective mass based electronic transport and to calculate STTሬሬሬሬሬሬሬԦ. 
We first write the MTJ Hamiltonian (࣢) as (17), where hI is 
the spin-independent part and ሺσሬሬԦ∙mෝሻ∆  is the spin-dependent 
part arising from the exchange interaction with the nano-
magnet point along mෝ . I is the identity matrix, σሬሬԦ represents the 

Fig. 1. a) Structure of a standard 1T-1R STT-MRAM bit-cell and the 
magnetic tunnel junction. b) MTJ configurations and the current directions 
and corresponding direction of magnetization reversal. 

Fig. 2. Flow chart of our proposed simulation framework 

 

Fig. 3. Circuit model of STT-
MRAM bit-cell with bit- and 
source-line capacitances (CBL and 
CSL), and internal node capacitance 
(CINT). Bit- and source-line drivers 
are modeled as real voltage sources 
that can be made ideal (RBS=0, 
RSS=0) or tri-stated (RBS=∞, RSS=∞) 
during simulation. 
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Pauli spin matrices and ∆ is the energy band splitting between 
up-spins and down-spins. Next, the divergence of spin current 
(JԦS) is calculated using (18). Gn is the correlation matrix and σk 
is the Pauli spin matrix along the k-direction (k = x, y, z) and ԰ 
is the reduced Planck’s constant. Finally, STTሬሬሬሬሬሬሬԦ  is calculated 
using (19). 

The size of ࣢  may become prohibitively large when 
modeling large MTJs, increasing memory requirements of the 
simulation and simulation time. The use of mode space 
calculations to reduce the size of ࣢ while obtaining reasonably 
accurate results was proposed in [11]. The approach is to first 
write ࣢  in 1-D and compute the eigen-energies (λn) of the 
system. Equation (17) is modified and rewritten as (20). 
Equations (18-19) are evaluated using (20) to determine the 
contribution from each eigen-energy of interest. The 
contribution from each eigen-energy is finally summed up to 
obtain the result. 

Alternatively, the spin-transfer torque term written by Xiao, 
Zangwill and Stiles in [12] is shown as (11). pො  is the unit vector 
in the direction of PL, q is the electronic charge, JMTJ is the 
MTJ current density flowing from PL to FL, AMTJ is the cross-
sectional area and tFL is the thickness of FL. pො  is set as eොz in 
KNACK for standard STT-MRAM bit-cell simulations. When 
(11) is used, the electronic transport within the MTJ is 
rigorously treated using NEGF by (21-23). Σk is the self-energy 
matrix describing the coupling of contact k of the MTJ to the 
external circuit, fk is the Fermi function of electrode k. Using 
(23), the angle dependence of MTJ conductance 
GMTJ(θ)=[RMTJ(θ)]-1 can be calculated and stored in a look-up 
table. Alternatively, RAP and RP as a function of MTJ voltage 
(V), the thickness of tunneling oxide (tOX), and the angle 
between FL and PL magnetizations (θൌ cos‐1ሺmෝ ∙pොሻ) can be 
calculated with RP=RMTJ(0) and RAP=RMTJ(π). RAP and RP as 
functions of V and tOX are individually fitted to (24-25), where 
am, bm, c and d are fitting parameters. 

Solving NEGF equations is computationally expensive and 
slow [13]. The use of (21-25) to obtain a compact model for 
MTJ resistance enables accurate NEGF solution to electronic 
transport in the MTJ while significantly reducing STT-MRAM 
bit-cell simulation runtimes. It is then convenient to use (11) as 
the spin-transfer torque model. KNACK allows the user to 
specify whether to intensively solve NEGF for spin-transfer 
torque and electronic transport in the MTJ, or for solving 
electronic transport only. The user may also use KNACK to 
either generate look-up tables from NEGF parameters for use 
with (25) or to accept the look-up table generated by other 
means. The use of look-up tables is highly recommended to 
avoid repeating computationally expensive NEGF simulations 
when numerically integrating (1-4). 

III. SIMULATION RESULTS 

Atomistic-level simulation (NEGF) in KNACK was first 
calibrated to published experimental data in [6] (Fig. 4). 
Magnetization dynamics simulation in KNACK is then 
benchmarked with OOMMF as shown in Fig. 5. Parameters 
used for Fig. 5 are MS=850emu/cm3, α=0.03, γ=17.6MHz/Oe, 
T=300K, EA=40kBT, tFL=2.1nm, PL=PR=0.4 and ΛL=ΛR=2. After 
KNACK has been calibrated (Fig. 6), 1T-1R STT-MRAM bit-
cells in standard and reverse connections were simulated [2]. 
The NEGF results were stored in a look up table for use in 

subsequent bit-cell simulations using the same MTJ. Fig. 7 
shows the results of a KNACK simulation of a STT-MRAM 
bit-cell similar to the one reported in [3]. The access transistor 
used in the simulation is a 150nm wide NMOS transistor based 
on 45nm bulk CMOS technology. The LLG parameters for the 
FL are listed in Table II. The KNACK simulation results show 
worst-case bit-cell switching time of ~4.5ns for the standard-
connected bit-cell and ~5.5ns for the reverse-connected bit-cell, 
in good agreement with experimental results obtained in [3]. 

IV. CONCLUSIONS 

We proposed a hybrid spin-charge mixed-mode simulation 
framework (KNACK) for evaluating different genres of STT-
MRAM bit-cells. We described the circuit-level STT-MRAM 
bit-cell model, and the device-level NEGF based and LLGS 
based models for MTJ electron transport and magnetization 
dynamics, respectively. KNACK was also shown to accept 
access device models in the form of either lookup tables or 
compact models. We also showed how KNACK 
simultaneously solves device and circuit-level model equations 
during circuit-level simulations so that device-circuit 
interactions are accurately captured. Finally, results from 
simulation of STT-MRAM bit-cells using KNACK are 
presented. It was shown that with appropriate simulation 
parameters, KNACK yielded results consistent with the 
experimentally reported results. 
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TABLE I 
SIMULATION FRAMEWORK EQUATIONS 

Circuit: 
dVBL
dt

ൌ
1
CBL

൬GMTJVINT൅
VBD
RBS

‐ ൬
1
RBS

൅GMTJ൰ VBL൰ (1)
dVINT
dt

ൌ
1
CINT

൫GMTJሺVBL‐VINTሻ‐IMOS൯ (2) 
dVSL
dt

ൌ
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CSL

൬
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dmෝ
dt
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൅
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൨ (12) qേൌ ቎PPLΛPL2 ඨ
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2 ൅1
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2 ൅1
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ΛPL
2 ‐1
ΛFL
2 ‐1
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4π2԰
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(a) (b) (c) (d) 
Fig. 7. Time evolution of 1T-1R STT-MRAM bit-cell parameters as simulated by KNACK. The top row illustrates switching from AP to P and the bottom row 
illustrates switching from P to AP. Time evolution of (a) the relative polarization angle (θ) of the free layer with respect to the pinned layer, (b) MTJ resistance, 
(c) MTJ voltage and (d) MTJ currents and current densities in standard- (solid) and reversed connected (dashed) STT-MRAM bit-cells. AP to P switching occurs 
faster than P to AP switching in both bit-cells. The bit-, source- and word-line voltages are held constant throughout these simulations. 

Fig. 6. The lines are plots of (14) for tMgO=1.2nm. The MTJ voltage is
0.25V (top) and 0.3V (bottom). The circles were plotted using NEGF
results and the line through them used RAP and RAAP from NEGF
results. The dashed line was plotted using conductance look up table
from fitting NEGF results to (13) first to obtain RAP and RAAP. 

 
Fig. 4. NEGF simulation of MTJ resistance-area 
product was successfully calibrated in KNACK
using the parameters listed (inset) 

Fig. 5. Benchmarking of KNACK
LLGS simulation against OOMMF 
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TABLE II 
LLGS PARAMETERS FOR FIGURE 7 

Activation Energy, EA 56kBT, T=300K 
γ, α  17.6MHz/Oe, 0.028 

Saturation magnetization, MS 700emu/cm3 
Dimensions (π×(25nm)2)×1.4nm 

STTሬሬሬሬሬሬሬԦ Fitting Parameter, P, Λ PPL=0.8,PFL=0.3, ΛPL=ΛFL=2 
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