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SUMMARY 

Electronic transport in Si devices is investigated using a Monte Carlo technique which improves 
the 'statc-of-thc art' treatment of high-energy carrier dynamics: 1. The semiconductor is modeled 
beyond the effective-mass approximation using the band structure obtained from empirical-
pseudopotcntial calculations. 2. The carrier-phonon, carrier-impurity, and carrier-carrier scattering 
rates are computed in a way consistent with the full band-structure of the solid. 3. The long-range 
carrier-carrier interaction and space-charge effects are included by coupling the Monte Carlo sim­
ulation to a self-consistent 2-dimensional Poisson solution updated at a frequency large enough to 
resolve the plasma oscillations in highly-doped regions. The technique is employed to study exper­
imental submicron Si field-effect-transistors with channel lengths as small as 60 nm operating at 
77 and 300 K, Velocity overshoot and highly nonlocal, off-equilibrium phenomena are investigated 
together with the role of carrier-carrier interaction in these ultra-small structures. In the systems 
considered, the inclusion of the full band structure can have dramatic effects on electron transport, 
by reducing the amount of velocity overshoot via transfer to upper conduction valleys, in agreement 
with available experimental data. 

INTRODUCTION 

In recent years the Monte Carlo (MC) technique to treat electronic transport in semiconductor 
devices has been gaining increasing popularity (Hockncy and Eastwood, 1981; Moglestue, 1986; 
Hesto el al., 1985). Despite its extensive computational requirements, the main reasons for this 
success can be ascribed to 1. its simplicity of implementation, 2. the complete physical picture used 
to describe electronic transport, which allows the treatment of the non-local, off-equilibrium, and 
hot-carrier effects which can occur in small devices, and, 3. the possibility of investigating the be­
havior of the devices at the level of a 'computer microscope'. Sophisticated MC device-simulators 
ha%'c been developed which include quantum effects in inversion layers (Chu-Hao el a!., 1985; 
Wang and Hess, 1985; Ravaioli and Ferry, 1986) and quantum wells (Yokoyama and Hess, 1986; 
Artaki and Hess, 1987), also coupled sclf-consislenlly to a 2-dimensional solution of the Poisson 
equation (Tomizawa and Hashizumc, 1988). Still, little attempts have been made to provide an 
accurate description of the kinematics and dynamics of hot carriers - usually a simple parabolic or 
first-order k-p approximation to the semiconductor band structure is employed in MC device sim­
ulators. Hess and co-workers have pointed out in their pioneering work that hot-carrier behavior 
is dominated by band-structure effects, both directly {i.e., kinematically, through group velocities 
and energy-wavevector dispersion) and indirectly (i.e., dynamically, through the effect of the den­
sity of states, DOS, on the carrier scattering rates) (Shichijo and Hess, 1981; Tang and Hess, 1983a, 
1983b). Considering the importance of these effects on reliability and performance of submicron 
devices, we believe the description of the semiconductor band-structure used in a MC device simu­
lator must be as accurate as possible. 

In this paper we describe a 2-dimensional self-consistent MC-Poisson device simulation pro­
gram we have developed in the attempt to improve the treatment of hot-carrier effects. (Laux and 
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Fischctli, 1988; Fischctii rind Liiux, 1988). The MC portion of the program employs the band-
structure of silicon obtained from cmpirical-pscudopotenlial calculations to describe the carrier 
kinematics and dynamics. In addition, we have applied the program to the simulation of realistic 
devices in which the high dopant concentrations make it necessary to look carefully at the Coulomb 
coupling between carriers both at short range (direct carrier-carrier interaction) and at long range 
(plasma effects). 

THE MONTE CARLO MODEL 

The Monte Carlo technique we employ to treat electronic transport is conceptually identical to 
the 'state-of-the-art' technique described in the excellent reviews by Price (1979) and Jacoboni and 
Reggiani (1983). From a computational point of view, the inclusion of the full band structure has 
been already implemented in a MC simulation by the Urbana group in simple cases (Tang and Hess, 
1983a, 1983b). However, there are some significant differences between our program and the 
program developed by Hess and co-workers: 1. A better interpolation accuracy which arises from 
employing a finer mesh of k-points in the first Brillouin Zone (BZ), 2. a different evaluation of the 
scattering rates, and 3. a different algorithm (and a correspondingly different physics) for the se­
lection of the final particle states after collisions. We now discuss these issues in turn. 

Band Structure 

The empirical pscudopolentials given by Cohen and Bcrgstresser (1966) represent a reliable 
representation of the excitation spectrum of the semiconductors of technological interest. Unlike 
pscudopolentials designed to describe the total energy as a function of atomic coordinates, they fit 
experimental transport data and provide an reliable description of the DOS. We show in Fig. 1 the 
band structure and DOS of Si we have used. 

For the purpose of our MC simulation, we have generated a mesh of 916 k-poinls in the irre­
ducible wedge of the BZ, spaced by 0.05(2-u/tf) , a being the lattice constant. At these points we 
have computed the energy /T,.(k) , gradients dE^/dk, , and second derivatives d2E,.(k)/dk.dkJ , 
where ij = XJ>J , and the index v runs over the first five conduction bands and the first three valence 
bands. These values are then stored in a look-up table. In principle, this is all that is needed to re­
cover information over the entire BZ, thanks to its symmetry. In practice, during a MC run, given 
a particle with an arbitrary wavevector k in band v, we should first translate k into the first BZ, then 
rotate it into the irreducible wedge, in order to obtain its energy £,.(k) and group velocity 
Vk£',.(k)//i, /; being the reduced Planck's constant. In performing this operation we must also store 
the symmetry transformation involved in the mapping, so that the inverse transformation can be 
applied to the group velocity in order to obtain its correct orientation over the entire BZ. These last 
operations can be bypassed by storing the band structure information over about 41,000 points in 

WAVE VECTOR ENERGY (eV) 

Figure 1. Band-structure (a) and density of stales (l>) for Si obtained from the empirical pseudopotential 
calculation. No spm-orbit interaction is included, but the spin-orbit valence band is shifted by 
0.045 eV to match the experimental xplitlinx-
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the cnlire BZ (and a few points outside for interpolation requirements), thus increasing the speed 
of the program. Therefore, given a wave-vector k, we find the associated energy in band v by first 
finding the 8 comers {kj (A = 1,8) of the cubic clement of side length / = 0.05 (2ir/a) in the 
BZ to which k belongs, expanding the energy quadratically around each corner, and finally adding 
up the contributions from each corner with appropriate weights. The velocity at k is obtained in a 
similar way by interpolating linearly around each corner. 

The much more complicated task of inverting the dispersion £,.(k) - as needed after each col­
lision when a wavevectors k corresponding to the final energy £f must be found - is handled by 
searching through the first BZ for the cubes which intersect the equi-energy surface £,(k) = E! 
over all bands in which ff might be found. This is done by generating two meshes in the BZ, the 
first one (which we shall call the coarse mesh) using cubes with sides of length 4 /, the second one 
{fine mesh) using cubes of sides //2 long. For every cube in each mesh we store the maximum and 
minimum energies spanned. A search is done first over the coarse mesh, thus reducing the volume 
of k -space over which the second search (over the fine mesh) must be done. We then perform a 
search over the chosen subset of the fine mesh and find all cubes in the fine mesh which intersect 
the desired equi-energy surface. In each of them a particular k is chosen by inverting the direct 
energy-interpolation up to third order. This guarantees that the selected k-vectors will correspond 
to the desired energy E1 within an average variance of a few meV. 

Carrier free-flight 

In MC simulations employing analytic approximations of the bands, a significant amount of 
CPU-time is saved by using the so-called 'self-scattering' algorithm to determine the duration of a 
carrier free-flight and compute its final position (Jacoboni and Reggiani, 1983, and references 
therein). However, when a numerical representation of the bands is used, the higher efficiency of 
the self-scattering algorithm vanishes since we cannot integrate analytically the equations of 
motions; 

(\a) 4 " = TV«E<Xk) 

at h 
dV e eF(r) 

(\b) -f- = + - f Vr<j,(r) = ± — ^ , 
dt h ti 

where e is the magnitude of the electron charge, </>(r) is the electrostatic potential, and F the electric 
field at the particle position r, and the upper and lower signs refer to holes and electrons respec­
tively. Furthermore, the simulation of transient phenomena with the inclusion of carrier-carrier 
interactions requires the presence of a synchronous ensemble. For these reasons, we have decided 
to use a prefixed time-step, A/4„, , and a second order Runge-Kutta scheme for the numerical inte­
gration of Eqns. (la) and (lb) over a free-flight. Satisfactory numerical stability and accuracy are 
obtained using a time step of the order of 10"'6 sec , The magnitude of the scattering rates poses 
an additional constraint on the highest possible value of A?6„; , as discussed below. 

Scattering rates 

The approach we have chosen to compute the scattering rates emphasizes the role of the band 
structure and of the DOS, in the same spirit as Tang and Hess (1983a, 1983b). However, we have 
extended this approach down to very low carrier energies by using a finer discretization of the BZ. 
This might be of some importance in Si around the X symmetry-point, where the first and second 
conduction band behave quite differently from a parabolic-band representation at energies around 
130 meV. Therefore, the different kinematics (via the group velocities) and dynamics (via the dif­
ferent DOS) of these regions will be well represented by our approach. 
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ij Electron-phonon sea tiering 

The nonpolar scattering rale, lA,M.(k) , between a particle of wave-vector k in the i'-th band 
and a phonon of type (acoustic or optical) and polarization (transverse or longitudinal) 73 has been 
calculated from the Golden Rule expression: 

In this equation the upper and lower signs correspond to emission and absorption of a phonon, re­
spectively, while p is the density of the semiconductor, Â  ,..(q) is a coupling constant, u,( is the 
frequency of the phonon of type 1; and wave-vector q, k = k + q + G is the final particle wave-
vector which is mapped into the first BZ by adding a vector G of the reciprocal lattice. Also, 3 is 
the overlap integral, Er = £,.(k) , Efr< = £r..(k + q) , and n is the phonon occupation number at 
the lattice temperature T . The sum in Eq. (2) extends over all bands ><' and over all phonon 
wave-vectors q in the first BZ. This implies that for some of the phonon wavevectors q, a nonzero 
G is required to bring k' into the first BZ. This corresponds to the inclusion of Umklapp processes. 
The fine mesli previously defined is used to discretj/.e the zone. A numerical algorithm proposed by 
Gilal and Raubenheimer (1966) is used to perform the integration over the energy-conserving delta 
function. The results arc then stored in a look-up tabic, together with the rate-gradients, and in­
terpolated as done for the energy and velocity. 

In the absence of better information about the deformation potentials, the nonpolar carrier-
phonon coupling constant has been approximated by the isotropic expression &vq for longitudinal 
acoustic (LA) and transverse acoustic (TA), or (A/f ),( for longitudinal optical (LO) and transverse 
optical (TO) phonons. The overlap integral has been approximated by the rigid-ion expression 
(Ziman, 1974) in the numerical range, ignoring the band-index dependence. The acoustic phonon 
dispersion has been approximated by: 

( 3 ) fiu>1!q 

1 1a Vn 

\ ri^,,,maJ\ l ~ c°s( — ) (q<2tr/a) 
(q > 2-n/a) . 

Here «,,,„„„ = 4cv/a , where c, is the sound velocity with polarization TJ. This expression underes­
timates the phonon energy at small q. liu^ ^tic/j , by a factor 2 1 / 2 , but it provides a very good 
approximation of the zone-edge energies, as obtained from experimental spectra (Nilsson and Nclin, 
1972), more important in high-energy and high-field transport. As a consequence, at small q the 
scattering rates will be overestimated by the same factor 2 1 / 2 , This will be compensated by smaller 
coupling constants A . The dispersion of the optical phonons has been ignored, 

it) Carrier-impurity scattering 

The scattering rale, l A j m p ,.(k) , for the collision suffered by a carrier of wave-vector k in the 
c-th band in the screened Coulomb field of an ionized dopant has been computed starting from the 
Brooks-Herring formula (sec Ridley, 1977, and references therein) corrected for the band-structure 
effects: 

I Nd Z2e4 1 j?(,,/; k, k') I 2
 r , , 

(4) • = Y ' S[£„(k) - £>(k')] , 
Tmi,A) A-nh,.2 ,.\f,c [ /?:+ | k - k ' + G | 2 ] -

where r is the static dielectric constant, Nd, is the concentration of ionized dopants, eZ their charge, 
and the screening parameter /J, has been obtained in the Dcbye approximation: 



(5) ft(r, /) 
e np(r, l) 

where /c;j is the Bolt/.mann constant. In Eq. (4) and in the following, the sum over the vectors of the 
reciprocal lattice, G, will be restricted to the particular G needed to map k - k ' + G into the first BZ. 
The simulation of a synchronous ensemble of particles gives us the possibility of estimating the local 
average particle density nf as a function of time and position and the average particle energy, £ , 
which is then converted to an effective particle temperature T = 2E/3kB , These values are then 
used to compute the screening parameter jit in a self-consistent way. Finally, Ridley's statistical 
screening model (Ridley, 1977) is employed to compute the final rate: 

(6) 
vgW 

Timp,i •'**•/ 

1 - exp I I 
V "gOO^Wk) ) 

where ux(k) is the group velocity and d= (2irNd ) ~ l / 3 is the average distance between the ions. 
This rate must be calculated during the Monte Carlo simulation, since its dependence on many 
variables {//,,,, Trh Nd ) with a wide dynamic range would imply an unmanageable size for a 
look-up table and too many CPU-time-consuming interpolations. 

Hi) Carrier-carrier scattering 

The short-range carrier-carrier interaction has often been found difficult to treat in Monte Carlo 
simulations (Jacoboni and Reggiani, 1983; Lugli and Ferry, 1985a). The total rate, l /T^^k) , for 
the screened collision suffered at time t by a particle at position r and of wave-vector k in the i'-th 
band with any other particle in the system can be obtained in the Born approximation as; 

1 n, i c2
 v | S(w; P. P ) 1 1 .?(.•/; k ,k ' ) | 2 

V,,(k- ',') S^fie2 „',tV. [ft: + I k-k' + G | 2f 
k , p , p 

The sum extends over all final states k' , over the distribution/(r, p, /) of 'partner' particles at r with 
wavevector p at time /, over the possible final stales p of the partners, and over all possible bands, 
as allowed by conservation of momentum, K = k + p - k ' - p ' +G = 0, and total energy, 
£,„, = £,.(k) + £ci(p)—£,/(k')-£/t'(p') = 0. G is the vector of the reciprocal lattice - nonzero for 
Umklapp processes - such that k - k ' + G is in the first BZ. The recognized difficulty is the pres­
ence of the distribution function / , an unknown, in the expression for the scattering rate, which 
renders the BTE nonlinear. Self consistent methods of various types have been proposed in the past. 
The review article by Jacoboni and Reggiani (1983) gives a detailed account of this issue. 

The following considerations help in finding a solution to the problem (Wang and Hess, 1985; 
Artaki and Mess, 1987): At time / during an ensemble MC simulation, the distribution function at 
a given position at time t — A;to/ is known, at least within the statistical uncertainly caused by the 
finite number of particles in the simulation. For a given particle at r at time t we can search for all 
particles within a distance R from it, obtaining a statistical estimate of the function/to compute the 
rate (7). Opposite requirements work in pulling constraints on the value of R: It must be small 
enough so that variations of density, average energy, and other other averaged quantities are negli­
gible and a homogeneous situation exists within the distance R from the given particle. In this case, 
a sufficiently 'local' statistical sampling of the function f(t, p, /) can be obtained. On the other 
hand, if the distance R is too short, the number of 'partners' within the distance R will be too small 
to provide a meaningful statistical sample of/. A further constraint arises when the MC particle 
simulation is coupled sell-consistently to the space-charge: since the long-range Coulomb carrier-
carrier interaction is already accounted for by the self-consistent scheme, a value of R larger than 
the spacing, AA- , of the mesh used to solve Poisson equation, would result in double-counting the 
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long-range coupling. We have opted for a compromise, by choosing /?~/?|~' , In order lo minimize 
the number of operations needed lo identify the partners within the distance /?, a standard technique 
described by Hockney and Eastwood (1981) is used to construct a list of pointers to partners lying 
within a set of squares centered on each particle. The total area A of this set of squares is chosen lo 
be as close as possible to the area of the screening circle. Finally, the probability of finding partners 
within the screening circle must be rescaled to account for the fact that the probability of finding 
•yf'2D partners within a screening length in the 2-dimcnsional space used in the simulation is differ­

ent from what would be obtained in a 3-dimensional space, ^V^D . The 3-dimensional number of 
partners is related to the 2-dimensional value by J¥-$D = (4TT.S *4'2D) /(3/3J/4), where j- is the scale 
factor determining how many carriers per unit length in the third dimension each simulated particle 
represents. This factor is determined at the beginning of the simulations, as we shall see below. Both 
the short-range inter-particle scattering and the long-range Coulomb interaction mediated by the 
self-consistent particle-Poisson coupling (discussed below) are correctly accounted for only in the 
limit of a large number of particles, or, cquivalenlly, of small j-factors. 

We are now ready to treat the short-range carrier-carrier collisions: When the scattering rate 
is needed for a particle at position r of wavevector k in band i>, one among its neighbors within the 
screening circle centered at r is selected randomly (Matulionis el ai, 1975). Denoting by p the 
wavevector of this partner and by /u its band, we evaluate the scattering rate for this pair as: 

,0 . i -*3D e2
 v I Sin*'; P. P') 12 1 *{»,»': k, k') 12 . , „ 

V,,,„(k. P) (4/3)*ft 3 STT5fic
2 „'V, [ # + I k-k' + G | 2f 

by using a trivial, but time consuming, extension of the technique employed to compute the 
carrier-phonon rates. 

iv) Impact ionization 

A simple Keldysh formula (Kcldysh, 1965) is used to derive the rate for impact ionization for 
a carrier of energy £: 

I0 

1 P /E-Elh\-
(9) — — = < P ( E-Elhy 

where E,h is a threshold energy and 1 /r (Elh) is the carrier/optical-phonon scattering rate averaged 
over all wave-vectors corresponding to the threshold energy E!h . Finally, P is a coefficient which 
wc consider merely a fitting parameter. 

v) Degeneracy effects 

Degeneracy effects are important in heavily doped regions (Lugli and Ferry, 1985b). In these 
regions the large charge density yields very low fields and negligible carrier heating. The strong 
carrier-carrier interaction is also very efficient in distributing energy among the carriers and driving 
them towards a Fcrmi-Dirae distribution (Lugli and Ferry, 1983; Brunetti el a!., 1985). Therefore, 
we approximate the distribution function/as: 

1 
(10) / a p p ( £ . r . / ) » 

] + exp 
E-Ef(T,t) 

kBTe,(r, t) 
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where EF(T,I) is the Fermi level at position r and time t obtained sclf-consistently from the local 
particle density during the simulation. Any collision process is then rejected if the final state, k , 
and band index / selected after the collision is such that 

(11) l - / a p p [ £ / ( k ' ) , r , r ] < { , 

where { is a random number in [ 0 , l ] . Thus, we account correctly for degeneracy in heavily doped 
regions, even when the carriers are slightly heated. Major errors are made in regions where the 
carriers are hot and largely off-equilibrium. However, in these regions the densities are usually low 
and degeneracy plays an insignificant role. 

Selection of final states 

After a collision process involving a particle in the initial state (k, v) , its final state, (k , v ) , is 
selected with a technique similar to the one employed to compute the scattering rates. First, all cubes 
centered around the k -points in the fine BZ-mesh are scanned to select those which intersect the 
equi-energy surface at the desired final energy £? . This is done searching over, the coarse mesh first, 
over the fine mesh afterwards. Once the energy-conserving cubes are found, each one centered 
around a vector k„,<, each cube is assigned a weight given by its DOS, Zb^E1, k,„>) , as given by the 
Gilat-Raubcnheimer algorithm (Gilat and Raubenheimer, 1966), the associated overlap integral, 
Jf(v,v'k, k,„'), and the squared matrix element | *M(q,„) | 2 , where q„, = k—km< + G . A random 

vector, k-» is then selected, with probability given by its weight. The rejection technique is em­
ployed for this random selection. The final-band index and k-vector are then known. A final step 
is necessary, as the energy associated with this wavevector can differ from £? by as much as a few 
tens of mcV for the mesh-size we have used. Therefore, a correction is made within the selected 
small cube to adjust the final state, as explained above. 

In the case of impact ionization a much simpler approximation is made, consistent with the 
simplicity of Eq. (9). The recoil particle is assigned an energy £ „ ( k ) - £ w , where Egap is the band-
gap of the semiconductor, and a random wavevector at this energy is selected. The generated par­
ticle is placed at the bottom of the band. 

HOMOGENEOUS TRANSPORT 

Considering our present inability to describe the variations of the carrier-phonon matrix ele­
ments An over the various bands in the BZ, we have taken a very simple approach and treated these 
constants as empirical properties of the material. A first reason for doing so stems from our belief 
that band-structure effects play a dominant role at high-energies, A second justification is that some 
of the best experimental determinations of the deformation potentials have been obtained in the 
past from low-field, homogeneous transport data in the bulk semiconductor fitted to Monte Carlo 
simulations (Canali et al., 1975; Jacoboni et at, 3977). Because of the different band-structure we 
employ, we expect possible differences from previous work, even at low fields. Therefore, we shall 
follow the same 'fitting' path of the past, but paying attention also to high-field and high-energy 
situations. Our guideline is 'simplicity'. We look for the simplest possible set of values which match 
experimental data. In search for this simplicity, we shall make many crude approximations. We now 
discuss electron and hole transport in turn. It is important to stress that these coupling constants 
are determined solely by bulk, steady-state transport data. Therefore, the device-modeling results 
we shall present in following sections are to be considered transport-parameter free. In the following 
two subsections impurity and carrier-carrier scattering are ignored. 

Electrons 

The simplest possible choice we can make is a unique acoustic Bardeen-like deformation po­
tential (Bardecn and Shockley, 1950), Aac(q) = £i.LAq = kTAq for both LA and TA phonons and 
a unique nonpolar-oplical Harrison-like deformation potential (Harrison, 1956), 
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ELECTRON ENERGY ( eV ) 

Figure 2. Total eleciron-phonon scattering rale for Si at room and liquid-nitrogen temperature. The 
dashed line corresponds to the total eleciron-phonon scattering rale given by Jacoboni and Reggiani 
(1983). 

A„;.(<l) = (AK), „ for bolh LO and TO phonons. Also, considering the small energy difference of 
the two optical modes, we shall consider LO phonons only. 

With this set of assumptions, we adjust the values of A.1C and (&K) to match the experimental 
velocity-field characteristics at 300 K, and the low-field results of previous Monte Carlo simulations 
(Canali el at., I 975; Jacoboni et ah, 1977; Jacoboni and Reggiani, 1983), Wc immediately run into 
troubles at fields exceeding 104 V/cm. We must complicate our picture slightly by allowing the de­
formation potentials to lake different values in the second and higher bands. We also use the 
impact-ionizalion parameters P and Elh to fit the experimental ionization coefficients (Lee et al, 
1964; Crowell and Sze, 1966; van Ovcrstraetcn and DcMan, 1970) and probability of injection into 
SiO, (Ning et al., 1 976), exactly as done by Tang and Hess (1983b). 

The parameters we employ arc: Au = A7V, = 1.2 eV (band 1), 1.7 cV (higher bands); (AK)„p 

= 1,75x10s eV/cm (band 1), 2.10x10 s eV/cm (higher bands) £,,, = 1.2 cV, /7T„ , , (£„ , ) = 
10" sec"1. We show in Fig. 2 the total eleciron-phonon scattering rate as a function of electron 
energy obtained integrating numerically our anisotropic rates over all directions. The strong role 
played by the density of final states is clearly evident comparing Fig. 1 (b) to Fig. 2. The low-energy 
rates al 300 K resemble closely the magnitude of the rales used in previous Monte Carlo work 
(Brunetti et al., 198!), shown by the dashed line. In Fig. 3(a) wc show the drift velocities vs. electric 
field at 300 K and 77 K. Barely visible in the figure is a region of negative differential mobility at 
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Figure 3. (a) Experimental and simulated electron drift velocity in Si as a function of electric field 
along two crystallographic directions al 77 and 300 K. (h) Simulated average electron energy for Si at 
77 and 300 K as a function of elei trie field along two ciyslallographic directions. Results of previous 
Monte Carlo simulations at 300 K are shown for comparison. 
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HOLE ENERGY ( eV ) 

Figure 4. Total hole-phonon scattering rate for Si at 77K and 300 K, 

11 K al high fields (>3x 104 V/cm ), as a few carriers begin to transfer into the L-valley at about 
1 eV, The average electron energy as a function of electric field, shown in Fig. 3(b), is slightly lower 
than that obtained by 'parabolic' Monte Carlo simulations at high-fields. More about this effect and 
the role played by L-vailey transfer in small devices will be said below. 

Holes 

In the case of hole transport in Si the band structure is even more complicated due to the 
warping and strong nonparabolicity of the bands. The calibration of deformation potentials pa­
rameters has been done in the same spirit as in the approach taken for electrons. After fitting ex­
perimental drift velocity vs. field curves (Ottaviani et al, 1975) and ionization-coefficients (Grant, 
1973; Lee et al, 1964), the parameters we employ are: Aac 3.5 eV, (A/Oop = 6.0x10* eV/cm, 
£,;, = 1.21 eV, P/T„r(Elk) = 9.Ox 1014 sec . In Figs. 4 and 5, we show the hole-phonon scattering 
rates, hole drift-velocity and average energy, at 77 K and 300 K, obtained with the parameters 
listed abo\'e. 

SPACE-CHARGE EFFECTS 

At present, the self-consistent coupling of the particle (MC) picture to the Poisson equation can 
be handled with almost standard techniques, such as those described by the pioneers of this ap­
proach (Hockney and Eastwood, 1981; Moglestue, 1986), For completeness, we shall outline the 
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Figure 5. (a) Experimental and simulated hole drift velocity as a function of electric field along two 
crystallographic directions in Si al 77 K and 300 K. (b) Simulated hole average energy in Si at 
77 K and 300 K as a function of electric field along the two crystallographic directions. 
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procedure we have followed, emphasizing the few instances which deviate from the Hockncy and 
Fastwood prescription. 

Poisson Equation 

The mesh which describes the 2-dimensional cross section ol the device is a tensor product, 
nonuniform, finite difference mesh with no terminating lines. Mesh si/.es have typically been 100 
x 50 mesh lines in the ,v- and >--axis directions, respective!}', {Here, the source-to-drain direction 
is the .Y-axis direction). The Poisson equation is solved on this mesh taking into account the in­
stantaneous particle density, the ioni/ed dopant density, potential boundary condition, and a 
piccewise constant dielectric constant. Holes (for electron transport) or electrons- (in the case of 
hole transport) are included in the zero-current (constant quasi-Fermi level) approximation, so that 
the depiction region in the substrate of a n- (or p-) MOSI-ET is sell-consistently and automatically 
included in the calculation. Therefore, the Poisson equation to be solved (for the case of electron 
transport, to fix the ideas) is: 

( 1 2 ) -V r . (rV r<,' , ) = e M^)- , + N: 

where @\p_ is the Fermi-Dirac integral of order one hali, Er is the hole quasi-Fermi level, Nv $?m 
is the hole-concentration, £,, the energy of the top of the valence band, and N£ and A',7 tire the 
concentrations of the ionized donors and acceptors, respectively. To calculate the fraction of 
ioni/.ed donors, quasi-cquilibrium is assumed with the local electron density. This permits a local 
electron quasi-Fermi level to be defined (assuming parabolic bands for simplicity) which establishes 
the donor occupancy according to Fermi-Dirac statistics. A similar treatment is embraced to de­
termine the ionized acceptor from the local hole density. A Newton-Raphson method is used to 
solve the nonlinear system of equations, together with a damping scheme proposed by Bank and 
Rose (1980). A polynomial pre-conditioned conjugate gradient technique is used to solve the re­
sultant linearized matrix equations (Johnson and Micchclli, 1983). 

The standard cloud-in-a-cell (C1C) algorithm (Hockncy and Eastwood, 1981) is employed to 
assign the particle charge density ±en (r) to the mesh-nodes and to interpolate the mesh-forces 
acting on the panicles, with two extensions. These extensions arc necessary because the standard 
CIC method applies to a mesh with uniform spacing in the axis directions and for a constant 
dielectric constant. Unfortunately, these conditions are inappropriate for our MOSFET simulations. 
Our two extensions are discussed elsewhere (Fischclti and Laux. 1988) and arc only summarized 
here The standard CIC is extended to notiunilonn meshes, and is quite straightforward. However, 
the correctness of this extension is uncertain since the particle self-forces are no longer zero. To 
guard against errors, the Poisson mesh is only graded where the particle densities are negligible. 
The second extension to the CIC method involves accommodating the spatially-varying dielectric 
constant. A ceniered-differcncc approximation to F is inappropriate, since the perpendicular com­
ponent of F is spatially discontinuous across interfaces ol varying dielectric constant. This is reme­
died by calculating the electric flux density D (= iF) directly in this case, as it remains continuous. 
Finally, the local electric field is obtained from the electric flux vector. 

Monte Carlo-I'oisson coupling 

We arc now ready to describe the structure of the self-consistent coupling between the Monte-
Carlo particle model and the solution of the Poisson equation. 

1. Selling up ihe problem 

At the beginning of the simulation, the grid, doping profiles, and contacts are defined for the 
device under investigation. We also need to specify the initial particle locations in real and k-space. 
We shall now give a few details of lite procedure we followed to start the simulation. 

The grid is chosen empirically, refining the mesh spaeings in regions where high gradients of 
carrier concentrations and electrostatic potential are expected. Doping profiles of various forms 
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(constant, gaussian, or empirical) can be introduced. Ohmic contacts must be separated from active 
regions of the device by a distance sufficient to ensure that an equilibrium condition {i.e., thermal 
carriers and charge neutrality) exists in their immediate neighborhood. Some experimentation is 
normally required to guarantee the fulfillment of this condition. Whenever the local particle density 
at the contact drops below the known equilibrium value (not necessarily spatially uniform, to ac­
commodate nonuniform doping profiles), carriers are 'injected' into the device with k-vectors se­
lected randomly according to the local Fcrmi-Dirac distribution at the lattice temperature. 

To initialize the particle distribution, the particle locations can be obtained from a previous 
solution (at a different bias or temperature, for instance) or from a standard Drift-Diffusion-
solution of the device and using the resulting particle-density as the probability distribution to place 
a predetermined number of panicles in the device. As a crude third alternative, particles can be 
distributed according to the doping profiles. In any case, the total charge in the simulated region is 
known. This fixes the charge, es, associated with each simulated particle per unit length. The factor 
s represents the number of real electrons per simulated particle per unit length as defined above. 
The initial wavevector assigned to each particle is cither obtained from a previous solution or chosen 
randomly with a probability-distribution given by the local Fermi function. Once the initial dis­
tribution of particles in real and k-space is obtained, the Poisson equation is solved to initiate the 
transient evolution with a consistent electric field solution. 

A characteristic problem of MC dc\'ice simulations originates from the fact that in most prac­
tical cases the particle density exhibits a wide dynamic range, since contacts may be degenerately 
doped. Typically, the program must be able to handle carrier concentrations ranging from a few 
1016 cm'3 to 1020 cm"-' or more. This would result in a large number of particles in the highly-
doped (and usually, but not always, uninteresting) contact regions. To avoid spending excessive 
CPU-time simulating these carriers, we have treated low-energy electrons (typically below 50 meV) 
with a first-order nonparabolic approximation to the band structure - thus bypassing time-
consuming interpolations while still retaining the basic features of the full band structure at higher 
energies - and have used the usual technique for enhancing rare events in MC simulations (Phillips 
and Price, 1977; Sangiorgi el al., 1988) by increasing the particle population in the active regions 
of the devices (such as inversion channels in MOSFETs), Particular care has been taken to handle 
correctly the short-range carrier-carrier interaction between particles with different statistical 
weights (Fischetti and Laux, 1988). 

2. Time evolution 

Given the initial particle locations and field configuration in the simulated region, the particles 
arc moved in free-flight for a time AiblJ . At the end of this step, particles which leave the region 
al a contact arc tallied as positive current at that contact. Particles hitting interfaces (such as the 
Si-SiO, interface) are specularly reflected, diffused elastically or ineiastically, depending on the 
physical model chosen. The results we shall present below arc obtained by using a mixture of 
specular reflections and elastic diffusions (each occurring with probability 0.5 at every 'hit'). We 
shall discuss below the expected limitations of this approach. Particles will also be injected from the 
contacts, and tallied as negative current in response to charge-neutrality considerations, as explained 
above. 

At a time interval Ar,, the number of particles undergoing any collision and the type of collisions 
is selected in a conventional way. To account properly for the total scattering probability, the 
scattering time step A/,r must be chosen in such a way that A ( ( c « T,„„,oi , where 1 /T,01]„„„ is the 
maximum scattering rate occurring in the simulation. Obviously, the free-flight-time A/w must be 
less than or equal to Afir. 

The Poisson equation is periodically solved, to update the electric field corresponding to the 
new positions of the particles. The frequency at which this update is performed is a critical issue. 
An electron gas of density nel can develop plasma oscillations (Pines, 1963) of angular frequency, 
id , which, in the effective-mass approximation, is given by: 
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(13) u„ = I — I 

where m,,,/ is the electron effective mass, corresponding to small-*? collective excitations arising 
from the long-range Coulomb interaction. In highly doped regions, the frequency of the plasma 
oscillations may approach the typical frequency tit which free-flights and scattering-checks are 
performed. To quantify the ideas, in our simulation we used ^, , ,=0.2 fscc, while in the contact 
regions ( where the electron concentration can be as high as 2.Ox 1()2" cm"3 in the accumulation 
layers under the gate contact), we have w~'^2.4 Isee. According to the Nyquist theorem, the field 
configuration must be updated at least every 0.5u~'«I.O fsec, or else an 'undersampling' of the 
plasma modes occurs. Such an undersampling results in catastrophic instabilities. To overcome this 
'plasma-catastrophe', we could smoothed the potential by averaging it over a suitable lime interval 
(Throngnumcbai ei til, 1986) or spatial region (Venturi el al, 1988). However, in so doing we 
would loose the possibility of accounting for plasma losses by hot carriers. Therefore, we have 
chosen to update the electric field at a very high-frequency by using a time, A//.„„ . between succes­
sive Poisson updates such that A//.„„< l/(5u,,) (= 0.2 to 0.4 fsec in our simulation, i.e. every one 
or two ballistic steps). The higher CPU-time spent in solving Eq. (12) very often is the price paid 
for the additional physics added lo the model. 

It is not sufficient to resolve the plasma oscillations in the time-domain, since other conditions 
concerning the real-space resolution of the simulation must be satisfied: The discussion of the 
considerations involved in the choice of the Poisson-mesh size, of the 'screening' radius R, and on 
the i-factor defined above is given by Fischelli and Laux (1988), together with a discussion on the 
effect of these variables on the treatment ol various plasma effects in the highly doped regions. 

Finally, average quantities are computed and dumped onto a mass-storage device. Particle po­
sitions, their trajectories, types of collisions, average energies, velocities, densities, currents, and 
other possible quantities of interest can be viewed with an interactive graphics program developed 
for this application. 

THE PROGRAM 

In typical applications, an ensemble of 5,000 to 10,000 particles is employed, with a 
statistical-enhancing factor M = 10 . The Poisson mesh consists typically of 100x50 nodes. The 
time steps used were (as mentioned above): A/w = 2x 10"lf' sec. Altl - 2x 10""' sec (T = 300K) 
and I0' l ' i sec (T = 77K), A./,,,,,, = 4x 10""' sec. For the small devices we have simulated, steady 
slate was obtained after 0.4 psec (60 nm channel length) to 2 pscc (0.25 ;jm channel length). The 
simulations have been continued for about 3 lo 5 psec after the end of the transient in order to 
gather accurate steady-stale solution statistics. 

The program, written in VS/FORTRAN, runs on an IBM model 3O90/600E computer with 
vector facilities. In many cases, standard algorithms have been modified for vectorization purposes. 
Typically, the program spends 50% to 70% of its total CPU-lime in the vector hardware. The size 
of the memory region required by the look-up tables for the band-structure and scattering rales over 
the entire BZ makes it necessary to employ the extended architecture. Region sizes of 400 Mbytes 
are normally required. 

CPU-times arc typically quite large. These limes are attributable to the large number of in­
terpolations over the BZ, the high frequency of Poisson solutions lo resolve the plasma oscillations, 
and, more important, lo the extremely costly evaluations of Eq. (4) and particularly Eq. (8). The 
program requires 1 lo 6 CPU-sec lo simulate one particle lor one psec when the short-range 
electron-electron scattering is turned of!. This lime increases lo 10 or even 40 CPU-sec (depending 
on many parameters, such as the various time steps, the particle density, etc.) when this interaction 
is included. Thus, a typical bias point requires CPU limes on the order of tens of hours. For com­
parison, a simulation using parabolic bands and updating ihe field at a frequency ten times smaller 
requires CPU-times 20 to 100 times shorter. 
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RESULTS 

In this section we present the results of simulations we have performed on exploratory short 
n-channel Si-MOSFETs (Sai-Halasz et ai, 1987). New results which emerge from the simulations 
arc: 1. The quasi-ballistic nature of electron transport in devices having 60 nm effective channel-
length at 77 K, 2. The strong role played by the electron-electron interaction in these conditions, 
3. The strong velocity-overshoot predicted theoretically and observed experimentally. 4. The 
dramatic role that band-slruclure effects play at high biases and low temperatures. 5. The much 
different behavior of holes in p-channel devices. 

The devices we studied have an effective channel length ranging from a little over 0,25 fim 
down to 60 + 5 nm. (Sai-Halasz et al, 1987). Direct-write electron-beam lithography was used. 
Degenerate source/drain double-implants (arsenic and/or antimony) have a peak concentration of 
1.5 xlO 2 0 cm"3. A deep channel implant was used to prevent punch-through and to minimize the 
degradation of the channel mobility by maintaining a low impurity concentration in the channel. 
Finally, the thickness of the gate oxide was 4,5 nm and a (SOO)-oriented Si substrate was employed. 
Gaussian profiles matching the implant conditions were employed in the simulation. The devices 
with channel length smaller than 0.1 nm arc designed for operation at 77 K. with a reduced supply 
voltage (0.8 V) and 0.6 V applied to the substrate contact. This substrate bias was employed for the 
simulation at liquid-nitrogen temperature, while the contact was grounded in the 300 K experiments 
and simulations. 

Before discussing these issues in some detail, we wish to spend a few words on the limitations 
of our mode! and how they might affect the results. Our concerns focus on the absence of 
2D-quantization in the channel, the poor treatment of interface scattering, the crude approximation 
used to handle impact ionization, and general open issues about high-field transport. 

Quantization in the channel and interface scattering should affect strongly the field-effect mo­
bility at low drain fields (i.e. at low source/drain bias, VDS ), It is well known that the saturated 
velocity in long channels is much smaller than in the bulk of the semiconductor (Fang and Fowler, 
1970; Modelli and Manzini, 1988). Unless proper account is taken of the 2D-features of electron 
transport, of the correct scattering with intcrfacial impurities in the gate insulator (Stern and 
Howard, 1967; Ning and Sah, 1972; Manzini, 1985), and of the roughness of the Si-Si02 interface 
(Park et a!., 1983), no agreement can be expected from the model. Even authors who have ac­
counted for these features have met some difficulties, with theoretical analysis predicting mobilities 
higher than those observed experimentally (Hess and Sah, 1974; Basu, 1977, 1978). For these 
reasons, we have concentrated our attention on the high- VES characteristics, corresponding to av­
erage source/drain fields in excess of 105 V/cm, so that the carriers are sufficiently hot o%'cr a large 
fraction of the channel to be correctly described by their bulk transport dynamics and kinematics. 
Hot carriers will be significantly displaced from the Si-SiO, interface, so that interface scattering 
has, hopefully, a minor effect. Of course, at the source-end of the channel 2D-effects always 
dominate. In very short channels, electrons do not spend enough time in the channel to thcrmalizc 
by the drain-end, even when the short-range electron-electron interaction is included. Thus, some 
'memory-effect' might carry information of the 2D-configuration from the source to the drain-end. 
At present, we lack any information on the importance of this effect in the shortest devices we have 
considered. 

On the other side, if realistic VDS are to be used, the maximum energies gained by the carriers 
arc still below 2.5 eV for channel lengths smaller than 0.25 iim. We feel fairly confident that the 
band-structure effects and our 'fitting' approach employed to determine the scattering rates re­
produce very well the main features of electron transport at these energies. Howe%'er, we must still 
keep in mind the uncertainties surrounding the theoretical formulations of transport in this regime. 
From all these considerations, our results must be viewed cautiously - our approach improves sig­
nificantly the 'state-of-the-art', but more work and additional experimental verification arc needed 
to bolster our confidence. 
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Figure 6, (left column) Average electron energy (a) and x-direcled drift velocity (b) at the distance of 
I mn from the Si-Si02 interface along the n-channel of a Si MOSFET having an effective channel 
length of 60 nm. The smoothed electron energy distributions at the dram-end of the channel 
(x=U.085 jxm in (a) and (/>)) are also shown in (cj. 
Fimire 7. (right column) Electron average energy (a) and x-directed drift velocity (b) profiles along the 
channel 1 nm away from the Si-Si02 interface for a device having an effective channel length of 
0.25 nm at 77 K at the bias conditions indicated In the figure with and without the inclusion of short-
range electron-electron scattering. Electron energy-distribution at the drain-end of the channel 
(x=0.275 p.m in (a) and (b)) are shown in (cj. Features related to DOS effects at about I eV (onset 
of the L-valleysj and I. 7 eV (see Fig. Kb)) can be observed. 

Quasi-ballistic transport 

In the simulation, the metallurgical channel of the smallest devices wc consider was assumed to 
be 43 nm long, which yielded an effective channel length of about 60 nm. The effective channel 
length was estimated by plotting the electron quasi-Fcrmi level, <;»„ , from source to drain at the 
Si-SiO, interface, and estimating the breakpoints in </>„ at the ends of the channel. This corresponds 
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roughly lo the positions al which ihe electron density stops following the doping profiles in the 
source and drain implanted regions as one moves from these regions into the channel. We start by 
presenting results of the sipiulalion performed at VDS = 0.6 V, gate voltage Vcs = 0.7 V, i.e. 
about 0.50 V above the 77 K-threshold voltage of the devices. Results of runs performed without 
the short-range electron-electron interaction are discussed first. 

In Fig. 6(a) we show the average energy of the electrons along the channel, 1 nm away from 
the Si-SiO, interface at 77 K. and room temperature. Fig. 6(b) shows the velocity-profile along the 
channel. The low-temperature results indicate that the electrons can reach, on average, as much as 
0.35 eV, which is a very significant fraction of the total voltage applied between the source and drain 
contact. This suggests that very few collisions occur along the high-field region of the channel, as 
indicated clearly by energy distributions at the metallurgical junction at the drain-end, i.e., just in­
side the drain-contact. The electron energy-distribution (shown at two temperatures in Fig. 6(c)) 
indicate that the highest energies are reached just inside the drain contact. Very pronounced off-
cquiiibrium features are seen: a peak at about 0.5 cV at low-temperature (the lower average-energy 
seen in Fig. 6(a) results from the large number of thermal carriers in the drain) and the absence of 
cooler carriers. Most of the collisions are in the form of LO-phonon emission (intervalley, both g 
and/-scattering) and interface scattering, but occur mostly in the first half of the channel. Once the 
electrons enter the pinched-off region, their high velocity (shown in Fig. 6(b)) and the overshoot 
regime result in mcan-free-paths exceeding 20 nm. Thus, the average electron undergoes at most 
two phonon-collisions in the high-field region. The room temperature behavior is less dramatic, 
since the shorter relaxation lengths prevent the carriers from flowing quasi-ballistically along the 
channel. 

Short-range e-e collisions 

The inclusion of the short-range electron-electron interaction has a very strong effect on the 
details of the electron-energy distributions, as shown in Fig. 7 for a de%'ice having a 0.25fim-long 
channel. The partial randomization of the electron trajectories results in lower mean-free-paths for 
phonon emissions along the channel. This yields lower average energies, lower velocities approach­
ing the drain region, and energy distributions shifted to lower energies, as seen in Figs. 7(a), (b), 
and (c) respectively. 

Velocity overshoot 

The average drift velocities along the channel shown in Figs. 6(b) and 7(b) indicate that a sig­
nificant overshoot occurs near the drain end of the device, even at room temperature (Shahidi et 
al., 1988; Sai-Halasz el al., 1988). A direct comparison with the experimental data can be made 
by looking at the small-signal transconductancc, gm , as a function of channel length in the saturated 
region. This is illustrated in Fig. 8. For the shorter devices at 77 K, the 'effective' velocity, 
vr/f = g,„/Cllx (C„x being the oxide capacitance) extracted from the extrinsic transconductancc (i.e. 
not corrected for the contact resistance, amounting only to a 5 to 10% correction in any case) is 
about 1.2xl07 cm/sec. (Sai-Halasz eial., 1988). This effective velocity actually represents a lower 
bound to the actual a%'erage electron-velocity along the channel (Laux and Fischetti, 1988). Its 
value, very close to the saturated bulk drift-velocity at 77 K in the (100) crystallographic direction, 
indicates clearly the presence of velocity overshoot in the experimental data, even ignoring series-
resistance corrections. The value of g,„ obtained from the simulation agrees within an error better 
that a few percent with the extrinsic experimental value. This does not prove that the actual velocity 
distribution is, in reality, as shown in Fig, 6(b). Nevertheless, it proves that the model can predict 
the macroscopic behavior of these small devices. A simpler DD-modcl with realistic values for the 
electron mobility and saturated velocity is obviously unable to yield velocities larger than 1.2 x 107 

cm/sec and would underestimate the transconductance of the device by about 30%, The room 
temperature simulations also predict overshoot along a significant fraction of the channel. But in this 
case both the simulated and the experimental transconductance (once more in very good agreement) 
imply a value of vrf! which is smaller than the bulk saturated value. 
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al., 1988). The experimental data were obtained at a gate bias of 0.6 V above threshold and 
VDS = 0.8 V. The estimated error in the determination of the metallurgical channel is indicated by the 
horizontal error bars. The simulated values are obtained by taking the difference between the dram 
currents at VGS = 1.0 V and 0.7 V for the 0.06 jim device (0.043 jxm metallurgical length) with 
VDS = 0.6 V, at VGS = 1.0 V and 0.8 V for the 0.07 ^.m device (0.053 tun metallurgical length) with 
VDS = 0.6 V, and at VGS = 1.0 V and 0.8 Vfor the 0.12 jim and 0.25 p.m devices with VDS = 1.0 V. 
Both the experimental and the simulated values are plotted 'as measured', without correcting for the 
series-resistance in the source and drain contacts. This amounts to a 5 to 10% increase of the 
transcondudance in both cases al the smallest channel lengths. 

Band-structure effects 

A device having a 0.25/im channel length has been simulated using our mode! including the full 
band-structure of Si. The results have been compared with those obtained by simulating the same 
device with a more conventional model employing a parabolic approximation to the conduction 
band. We have looked for a 'worst-case', but relevant, situation: a relatively high-bias 
(Vm = 2.5 V , VGS = 2.5 V) at low temperature (77 K) in a device short enough to exhibit strong 
non-equilibrium effects. The rather large mcan-free-path allows the electrons to become hot 
enough, so that a significant region of the BZ is populated and a good idea of the kinematic and 
dynamic effects ol the band-structure can be obtained. The electron-electron interaction has been 
suppressed in these runs, as well as first-order nonparabolicity corrections to the band, in order to 
reproduce the modeling configuration employed in recent simulations (Tomizawa el al., 1988). 
While the terminal-currents obtained from the two models are virtually identical, the band-structure 
effects on the internal behavior of the device are indeed dramatic. The parabolic model appears to 
overestimate consistently the average energies by a large factor, as high as 2, along the channel (Fig. 
9(a)). A similar situation was already hinted by the high-field, homogeneous results of Fig. 3(b). 
Similar results apply to the electron drift-velocity, shown in Fig. 9(b): the parabolic model deviates 
from the full-band-slructurc model already in low-field portion of the channel, and it exhibits ve­
locities in excess of 6x 107 em/sec at the high field (^ 3x 10 5 V/cm) present in the pinched-off 
region. Fig, 9(c) illustrates the electron energy distribution at the drain-end of the channel, stress­
ing, if still necessary, the enormous difference between the two models. It should be noted that at 
77 K we have employed in the 'parabolic-band' approximation the set of scattering parameters given 
by Brunctti el al. (1981) and Jacoboni and Reggiani (1983). Those given by Canali ei al. (1975) 
provide a much smaller coupling constant for the intcrvalley g-scaitcring with LO-phonons and yield 
even larger discrepancies al low temperature. 

The origin of the large difference can be understood looking at the structure of the Si con­
duction band shown in Fig. 1, At the bias considered and approaching the drain-end of the channel, 
a significant fraction of the carriers appears to be very close to the L symmetry-point, or even in the 
f-valley. For electrons to reach energies in excess of 1 eV in the 'correct' band structure, regions 
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Figure 9. Electron average energy (a) and x-directed drift velocity (bj at 77 K along the channel I tun 
away from the 57-570, interface for the device and bias conditions of Fig. 7 obtained from a model 
including the full band-structure and from a model employing a parabolic-band approximation. In (c) 
we show the electron energy distribution at the drain-end of the channel (x=0.275 jim in (a) and (b)). 

of the zone having low group velocities (or even hole-like dispersion) must be populated. This has 
the effect of slowing down the carriers even in the absence of scattering. As an example, electrons 
accelerated front the band-minimum towards the F-point have to climb through a 'crest' of zero 
group velocity. Therefore, the electron mcan-frec-path is reduced and more phonon-emissions oc­
cur. On the other side, a parabolic-band approximation yields unlimited group velocities, thus 
missing altogether the important kinematical effects we just discussed. Indirect dynamic effects 
further worsen the picture, since the higher velocities imply longer mean-free-paths and even smaller 
energy-loss rates. 

Admittedly, we chose the worst case. Indeed, in the opposite limit of higher temperatures the 
picture appears less dramatic. In particular, the introduction of nonparabolic corrections (Jacoboni 
et a!., 1975), though quite unjustified at high energies, damps the velocities very effectively and in­
creases the scattering rates. However, it does not change the picture qualitatively as far as average 
electron energies and energy-distributions are concerned, as shown by Fischetti and Laux (1988). 

p-channels 

As expected, holes in p-MOSFETs exhibit a much more moderate behavior. In Fig. 10 we show 
the average energies and drift velocities in a 0.25 /urn p-MOSFET in a configuration mirroring Fig. 
7. Both quantities are significantly lower than the corresponding quantities in the n-channcl. Ve­
locity overshoot, however, is observed in the pinched-off region also in this case. Compared to the 
n-ehannel ease, lower currents and transconduclances are obtained for the p-channel devices (about 
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Figure 10. Hole average energy (a) and x-direcled drift velocity (b) at 300 K along the channel I nm 
away from the Si-Si02 interface for a 0.25 jxm long device, lnterparticle collisions are excluded in this 
case. The electron energy and velocity for a specularly biased n-channel device at 300 K are also shown 
here for a direct comparison between the electrons and holes behavior. 

u factor 2 lower than in n-channels for the 0.25 nm device, about 20 % lower for the 0.06 /um device 
at 300 K). 

CONCLUSIONS 

From the work we have presented it is clear that there is still room for improvement in the 
semiclassical description of electron transport. The introduction of the full band-structure of the 
semiconductor, the calculation of scattering rales consistent with the DOS, and the inclusion of 
short-range and long-range electron-electron interaction are factors which play a major role in 
controlling the microscopic behavior of short devices. We have shown that these effcct-,can bave 
dramatic consequences in realistic situations in submicron Si devices. Band-structure effects, in 
particular, can be important even at low-fields and have dramatic effects at low temperatures and 
high biases. Coulomb screening, high-energy transport, quantum-size effects, and interface scat­
tering have been either crudely approximated or ignored in our model. Their effect on our results 
remains to be determined. 
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