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Abstract - This paper describes a newlydeveloped approach for simulating 
the hot electron effect of submicron LDD n-MOS devices. The conventional 
drift-diffusion (DD) method tends to overestimate the impact ionization rate 
by comparing with experimental data. In particular, divergency is frequently 
incurred while calculating the continuity equations inclusive of impact ioni- 
zation terms. To cope with this difficulty. a new simplified Hydrodynamic 
(HD) model, incorporating an analytical energy balance equation solutions, 
will be proposed. In the present method, a simple and efficient approach to 
obtain the effective electric field distribution is used so that accurate impact 
ionization rate can be determined. With the calculated impact ionization rate, 
substrate current can be accurately predicted. Excellent agreement has been 
achieved for a wide range of bias conditions and channel lengths. 

1. Introduction 

The substrate current has long been used as an indicator for monitoring 
the hot carrier effect. Although the simulation of the substrate current in 
short channel MOS devices has been extensively investigated [l]. so far most 
of the reported methods, their results cannot be easily matched well with 
those from experiments. The key factor which causes such a deviation is the 
difficulties in calculating the impact ionization rate. Basically, there are two 
typical approaches which are classified as isothermal [2] and non-isothermal 
131 theory. Nevertheless, as device dimensions are shrunk to submicron 
range, the isothermal approximation using DD method is no longer valid. In 
contrast, conventional MC [4] or fully self-consistent HD [5] approachs are 
radicr time-consuming. 

In order to resolve the abovementioned shortcoming, we propose in this 
papcr for the first time an efficient calculation of the impact ionization rate 
for submicrometer MOSFET's based on a simplified hydrodynamic approach 
in which an analytical energy balance equation is incorporated in the DD 
solution and implemented as a post-processor. A modified energy-dependent 
lucky electron model for the impact ionization rate has been introduced in the 
analytical expression by considering the non-equilibrium effects of high 
electric field. The analytical model has been incorporated in a modified 
Minimos version [6] and predicts the substrate currents that compare fairly 
well with experimental results. 

An integrated simulation system, shown in Fig.1, from process 
simulation (SUPREM IV) to device simulation (MINIMOS 4.2) i s  
established for hot carrier analysis. First, the system has been calibrated 
based on a 0.8 pm LDD CMOS process and devices. Good matches of the 
simulated drain current characteristics with experiment can be achieved as 
shown in Fig.2 and the set of these parameters is suitable Cor a wide range of 
different channel lcngth devices. 

ed 2-D Hydrodyn 

A physical set of hydrodynamic equations, which combrises the 
Poisson equation, momentum balance equations, and a simplified energy 
balance equation shown in Table 1, are used to investigate the nonisothermal 
characteristics of submicron devices. Here, an analytical energy balance 
equation, (3), is derived and implemented as a post-processor to determine an 
effective electric field distribution in the whole device bulk region. In this 
equation, T and TO are carrier and laltice temperatures respectvely. E is local 
elcctric field from DD solution, and zs is the energy relaxation time. v is 
non-equlibrium velocity, which is inadequately regarded as saturation velocity 
as ever bcen reported [7]. First. we will decide the value of v for each grid on 
a simulation mesh. If we make the assumption that the behavior of v acts 
in accordance with exponential change. v1 and v2 the equilibrium velocities 

at grid 1 and grid 2 respectively, d the distance between the& two grids, and 
t l  the drift time needed for carriers traversing from grid 1 to grid 2. From 
above, one can obtain the non-equilibrium velocity v by combining eqs. (4) 
and (5) without difficulty. Usually, die magnitude by observing from Figs. 3 
and 4 that the lateral current density is much larger Ihan that of transversal 
current dcnsity in submicron MOSFET's, ffie transversal components play a 
minor role and the characteristics of impact ionization rate is overwhelmingly 
predominated by the lateral electric field and current density. Consequently, 
the transversal component can be neglected. No doubt, not only will the 
assumption greatly reduce the complexity of numerical simulation and CPU 
time, but also increase the probability of convergence. Carrier temperature 
and energy can be calculated with accuracy from the above simplified energy 
balance equation. 

3. Calculation of the Substrate Current 
and Comparison with  Experiments 

At steady state, the effective electric field can be determined by eq.(4). 
After performing this operation for each space grid, an effective electric field 
distribution can thus be found. The impact ionization rate can be modified as 

a(x,y,T)=A.exp(-B/E,r~x,y,T)) (7) 

where E,[f(x.y,T) is the spatial effective electric field distribution obtained 
from eq. (6). Once a(x,y.T) is known, I,,b can be directly obtained by 
integrating over the whole device. 

The resulting impact ionization rate distribution is shown in Fig.5. 
Comparison of the electric field distribution along channel interface for IID 
and conventional DD models and the corresponding carrier temperature 
distribution is shown in Fig.6, from which the maximum value of the local 
electric fields is larger than that of effective electric fields. This is why one 
usually overestimates the impact ionization rate with conventional DD 
model. Fig. 7 shows the simulated substrate current. Isub. for devices with 
effective channel lengths of 0.56 pm to 0.86 p m  respectively at high 
drain-source bias. Fig. 8 shows the simulated substrate current, Isu,,, for 
device with effective channel length of 0.66 p m  under various bias 
conditions. Calculated results are compared with experimental data and 
excellent agreement can be achieved. The results derived from the DD and 
HD models have also been compared in the same diagram. The comparison 
shows that the DD model significantly overestimates the substrate current, 
while our HD model predicts more accurate results by comparing with 
experimental data. 

In summary, this paper describes a new approach, from a simplified 
analytical energy balance equation, for calculating the device subslratc 
characteristics in submicron MOS devices. Two different approaches have 
also been employed to calculate the substrate current and for comparison, i.e.. 
the local theory based on the conventional DD solution and the nonlocal 
theory based on the simplified hydrodynamic approach. Results show that 
the simplified hydrodynamic approach gives much better results while the DD 
approach will overestimate the substrate current. Moreover, the divergency 
problem in fully-HD method can be prevented while keeping good accuracy 
in the newly developed method. 
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Fig. 1 Flowchart of the present HD model. in which 
the device simulator uses the DD solutions. 
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Fig. 2 Comparison of the drain c m t s  between expai- 
ment and simulation for L,fr 0 . 6 9  device. 

Fig. 3 The lateral component of c:lectron curren~ density 
for WILm,d;=~~.6,V~s=5V,VGS=2V.VBs= OV. 
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Fig. 6 Comparison of thc stirface elaaric field dishibulim 
b c l w m  W d DD modela. Tcmphuc diStribucion 
is also show. 
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Fig. 7 Comparison of thc substrate cummi between 
simulation md upaimen1 for various charnel 
length dcviccn. 
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Fig. 5 Spatial distribution of the impact ionization Fig. 8 Comparim of the subme cumnu nmong expcri- 
rate for W4,,,,=25/0.6, VDs=5V.VGs=2V. mcnt, kID Md DD simulations at various binses. 
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