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1. Introduction 
The Monte Carlo device simulation plays an important role in better understanding very small 

device physics [l], [2]. However, the huge computation time is one of the main drawback to use the 
Monte Carlo method for physical-based device design. This paper describes a new parallel algorithm 
and performance of Monte Carlo device simulations. A parallel version of a 2D Monte Carlo 
simulator : BEBOP [3] is developed using a new-type massively parallel computer : ADENART-256 
[4],[5]. The ADENART 
allows the high-speed parallel computing of Monte Carlo device simulations. The computation time 
is 59 times faster than that on an EWS. 

2. Parallel  Algorithm for Monte Carlo Device Simulation 
Fig. 1 shows a flowchart of the Monte Carlo device simulation. The parallelized part of the 

program involves calculations for the free - flight of particles, the particle behavior a t  the boundary, 
and the momentum and energy after scattering event, which take more than 90% of the total 
computation time. Parallel computation for such calculation procedures is achieved by assigning 
each processor the task of handling several particles and maintaining the load balancing. The 
approach is different between massively parallel computers [6]. Fig. 2 shows parallel processing for 
particles using the ADENART. The ADENART is a MIMD computer having 256-PES ( Processing 
Element ). As shown in Fig.3, the processor array can take two positions alternatively : row and 
column positions. The network is designed to transfer from the data array shared among processors 
at the row position to that a t  the column position (or vice versa). The position x, momentum p, and 
other physical valuables of each particle are defined by the direction valuables written by the two- 
dimensional array x( / i / , j )  and p( / i / , j  ). i corresponds to the processor ( i = 1, ..., 256) and j to the 
order number in each processor. In this case, the ADENART allows the parallel computing over i 
and a serial computation is performed along j .  

3. Results a n d  Discussions 
Fig. 4 demonstrates parallel performance of Monte Carlo device simulation using the ADENART. 

The simulated device is a 0.25pm n-MOSFET. The number of particles used here was 10,000. The 
result is also compared with the computation time on an EWS : Solbourne- series 5 (The performance 
is almost identical to SUN 4/490). The computation time for the free -flight of particles, which takes 
81% of the total computation time, is greatly reduced to 1/71 of that on the EWS. The real 
performance reaches to 123 MFLOPS. The computation times for the boundary and the scattering 
routines are reduced to 1/13 and 1/12 of that on the EWS, respectively. As a result, the 
computation speed of the parallel version of BEBOP using the ADENART is 59 times faster than 
that on the EWS. 

Moreover, the load balancing in the parallel computation is investigated. To maintain the load 
balancing, the particles are sorted according to the three events of free-flight, boundary, and 
scattering. Then the particles at each event are evenly distributed to the processors. Fig. 5 
compares the results calculated with and without sorting the particles a t  each iteration. It is found 
that the computation time for the free-flight is almost identical in both methods. This means that 
all particles for the free-flight are evenly distributed all over the processors using the method shown 
in Fig. 2. For the boundary and scattering routines, the load balancing is improved. In fact, the 
computation times are 89% and 53% of those calculated without sorting the particles, respectively. 
However, this improvement of the load balancing has little impact on reducing the total computation 
time, when the high-speed computation of these routines is achieved. 
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Fig.1 Flowchart of the Monte Carlo device 
simulation. The parallelizcd part involves 
calculations for the free-flight of particles, the 
particle behavior a t  the boundary, and the 
scattering event. 
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Fig.4 Parallel performancc of Monte Carlo 
simulation using the A D E S A R T .  The 
cornputation speed using the ADENART is 59 
times faster than tha t  u s i n g  an EWS : 
Solbourne-series 5. The porformance of this 
EWS is almost identical to Sui\: 41490. 
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Fig.2 Parallel processing for particles. AI1 
particles are evenly distributed all over the 
processors. 
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Fig.3 Logical system architecture of the 
ADENART. The processor array can take two 
positions alternatively. 
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Fig.5 The load balancing is investigated. The 
computation t i m e  is compared to that with 
sorting the particles a t  each iteration. 
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