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Parallelized Monte Carlo device analysis for submicron MOSFET has been investigated on 
distributed memory parallel processors. In the parallelization algorithm, especially communica
tion issues between many CPUs, access timing of nodes to the host's memory are involving of 
critical concern. 
A device design method using Monte Carlo simulation for sub-micron MOSFET is becoming a 
realistic tool even for device engineers [1], [2] (Fig 1). However, still the huge computational time 
is one of the main draw-backs in this method. Certainly, the time required for many calculations 
might be too long for daily engineering use, in spite of several speedup techniques having made 
on the method recently. Though both the windowed method and coupling with Drift Diffusion 
simulation have already been used for the Monte Carlo analysis, it takes several hours even for 
a high end work station (Table 1). On the other hand, parallel processing has a possibility of 
driving down not only the computational time but also cost. 

In the present work, a parallel algorithm of MC has been implemented into BEBOP [3] 
and developed on Intel iPSC/860 (Table 2). The speedup performance of the parallelization is 
measured using Amdahl's Law [4] (Appendix A). 

In our MC experiment, when more than 10000 electrons are used, we found that more than 
90% of the time was spend in the parallelized part of all, which is corresponding to the calculation 
of movement and scattering of particles (Fig. 2). The remaining parts, for example, the poisson 
solver and statistics routines, are not considered to be parallelized. The ideal speedup for 31 
nodes is expected to be nearly 12 times faster compared to the case of one i860 node and 11 
times faster compared to the case of SUN4/490 spare server. Instead of using the host computer 
with of an 1386, one of the 32 nodes in the hypercube machine is used instead for a loading host 
program. 

At this moment we have only parallelized the portion for calculating trajectories of particles, 
since it takes almost 63% of the total elapsed time. The next time comsuming part of the code 
is for the calculation of scattering events. According to previous work [5], only 2% of the elapsed 
time is spent on message passing between nodes. Our results also support the conclusion that 
the parallel computing method is very attractive for Monte Carlo device analysis. As future 
work, the portion of code for scattering also should be parallelized, especially when the code 
has to handle the so called "fuU band structure", because it requires many calculations for 
interpolation of data. 
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Relation of average electron energy and oxide interfaece defects 

Left: Average electron energy around drain. 
Right: Associated interface defects at the Si-Si02 interface. 
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Table 1 MC benchmarl< 

Machine 

sun spare 1+ 

sun4/490 

Elapsed Time 

669min/bias 

401min/bias 

Table 2 Intel iPSC/860 

processor 

Memory 

i860(64bit)x32 

16Mbyte/node 

( Relative performance /node ) 

i860 is 42% faster than Spard + 

sun4/490 is 43% faster than i860 

(Amdhal's Law (appendix A) ^ 

speedup = 1 
(l-a) + J3L 

Nnode 

^ _ Parallelized 
fraction of MC 

Nnode=Number of CPU 
in the cube 
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