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Abstract— Cryogenic silicon CMOS operating between 77K and 4.2K is becoming more popular in high-speed server applications and the periphery of quantum computers. In the cryogenic regime, dopant incomplete ionization and field enhanced ionization become dominating physical phenomena. Therefore, it is important to use accurate and well-calibrated mobility and incomplete ionization models in cryogenic TCAD simulations. In this paper, we present a Philips Unified Mobility Model (PhuMob) and Altermatt’s incomplete ionization model calibrated between 300K and 20K for boron and arsenic dopants in silicon across 5 orders of magnitude in doping concentration. A novel method is proposed to include field-dependent ionization energy in Altermatt’s model, which results in good convergence even in 3D TCAD simulations at 4K.
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I. INTRODUCTION

Cryogenic electronics operating between 77K (the boiling point of liquid-nitrogen) and 4.2K (the boiling point of liquid-helium) are attracting considerable attention due to the emergence of quantum computers [1][2], the quest for higher performance servers for big data processing using existing technologies [3], and the revival of deep space exploration [4][5]. For example, cryogenic CMOS devices are indispensable for the control and readout circuits in quantum computers. To provide low latency, CMOS circuits need to be in close proximity to the qubits and thus need to operate at cryogenic temperatures [1][2]. Cryo-CMOS also delivers improved performance in terms of on-state/leakage current ratio, subthreshold swing, and transconductance and is expected to improve the high-performance servers substantially [6][7]. In space applications, temperatures can drop to 44K on the surface of Pluto, or 3K in interstellar space [5].

TCAD has been the powerhouse technique for semiconductor device development in the last few decades [8]. However, TCAD is not ready to be fully deployed for cryogenic CMOS development. Firstly, cryogenic physics models and parameters have not been fully understood (e.g. subthreshold swing, [9]), developed, and calibrated for effective TCAD simulation. Secondly, numeric convergence is challenging in low-temperature TCAD simulation due to the vanishingly small intrinsic carrier concentration [10]. Even with simple models, convergence is still very difficult below 15K [11].

In this paper, we self-consistently calibrated some of the most important cryogenic CMOS models, namely the incomplete ionization model for Boron and Arsenic and low-field carrier (both hole and electron) mobility models from 300K to 20K based on experimental data [12]. A new method of simulating incomplete ionization is also proposed which achieves excellent convergence at 4K even for 3D simulations that include field-dependent ionization.

II. MODEL SELECTION

At cryogenic temperatures, dopants are not fully ionized due to their finite ionization energies ($E_A$). However, when the doping concentration is high, impurity bands are formed (Mott transition [13][14]) (Fig. 1). Moreover, $E_A$ is a function of doping concentration and given by the following equation in [13] and [14],

$$E_A = \frac{E_{A0}}{1 + \left( \frac{N_{dop}}{N_{ref}} \right)^c}$$  \quad (1)

where $E_{A0}$ is the ionization energy of isolated dopants in the absence of field enhancement, $N_{dop}$ is the dopant concentration, and $N_{ref}$ and $c$ are fitting parameters. $N_{ref}$ can be regarded as the doping concentration above which $E_A$ is significantly reduced.

Figure 1: Illustration of n-type dopant ionization in Silicon. Impurity band just merging with the conduction band is illustrated. While all donor electrons in the impurity band (fraction $b$ of total) can contribute to electrical conduction, the fraction $b$ of the donor electrons can only contribute to electrical conduction through ionization. The effective ionization energy $E_A$ depends on doping concentration and can be lower when Poole-Frenkel or tunneling effects are strong.
According to [13][14], there are two sources of free carriers contributing to the conduction current. One is localized states (including localized dopant clusters) whose carriers are thermally ionized into the conduction band. Their ionization rate depends on $E_A$, temperature, and electric field. Another is the delocalized carriers (e.g. those residing in the impurity bands). The fraction of the delocalized carriers is given by the following equation ([13] and [14]),

$$b = \frac{1}{1 + \left(\frac{N_{\text{imp}}}{N_p}\right)^d}$$

(2)

where $N_p$ and $d$ are fitting parameters. $N_p$ can be regarded as the doping concentration above which clusters merge to form the impurity band at the expense of isolated carriers or clusters.

In [13][14], an equation was derived for TCAD simulations and calibrated at 300K to account for these effects (dubbed Altermatt’s model). We implemented this model using the Physical Model Interface (PMI) in Sentaurus Device [15] and calibrated to experimental data from the literature [12] down to cryogenic temperatures. Reference [12] is relatively old. The experimental data accuracy may not be as high as desired (in particular, the compensation doping concentration). However, it has the most extensive data in terms of doping concentration and temperature ranges available in the literature.

To model the carrier mobility at cryogenic temperature, we need to take into account that dopants are not fully ionized and thus the impurity scattering is reduced. Moreover, screening of ionized impurities by carriers should also be included for accurate simulations. Philips Unified Mobility Model (PhuMob) [16] is chosen because it includes carrier screening and temperature effects.

Under high electric field, the effective dopant ionization energy is reduced due to tunneling and Poole Frenkel ionization [17]. This will greatly affect the dopant ionization behavior and should be considered in TCAD simulations at cryogenic temperatures.

### III. CALIBRATION OF IONIZATION AND MOBILITY MODELS

Due to the interplay between the aforementioned physics, it is important to calibrate carrier concentrations and mobilities self-consistently as carrier mobility depends strongly on ionized dopant concentration at low temperatures. Boron and arsenic doped silicon data at various doping concentrations and temperatures from [12] are used for calibrations. Figs. 2 to 5 show the calibrated free carrier concentrations and their mobilities using PhuMob and Altermatt’s models. It should be noted that there may be some
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Figure 2: Free hole concentration as a function of temperature and boron concentration. Markers: experimental data in [12]. Lines: TCAD simulation. Net impurity concentrations from top to bottom are $1.5 \times 10^{19}$cm$^{-3}$, $10^{18}$cm$^{-3}$, $2 \times 10^{17}$cm$^{-3}$, $2.4 \times 10^{16}$cm$^{-3}$, $7 \times 10^{15}$cm$^{-3}$ and $3.1 \times 10^{14}$cm$^{-3}$, respectively.
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Figure 3: Hole mobility as a function of temperature and boron concentration. Markers: experimental data in [12]. Lines: TCAD simulation. Net impurity concentrations from bottom to top are $1.5 \times 10^{19}$cm$^{-3}$, $10^{18}$cm$^{-3}$, $2 \times 10^{17}$cm$^{-3}$, $2.4 \times 10^{16}$cm$^{-3}$, $7 \times 10^{15}$cm$^{-3}$ and $3.1 \times 10^{14}$cm$^{-3}$, respectively.
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Figure 4: Free electron concentration as a function of temperature and arsenic concentration. Markers: experimental data in [12]. Lines: TCAD simulation. Net impurity concentrations from top to bottom are $2.7 \times 10^{19}$cm$^{-3}$, $2.2 \times 10^{19}$cm$^{-3}$, $1.3 \times 10^{19}$cm$^{-3}$, $1.75 \times 10^{18}$cm$^{-3}$, $2.1 \times 10^{17}$cm$^{-3}$ and $1.75 \times 10^{16}$cm$^{-3}$, respectively.
measurement errors in reference [12] especially due to the uncertainty of compensation doping levels. Reference [12] also mentions that a few of their low-temperature mobility data points are anomalous. Therefore, it is difficult to obtain a perfect fit to their data. However, with a single set of parameters, we are able to obtain good overall fittings between 300K and 20K for doping concentrations from $10^{14}$ to $10^{19}$ cm$^{-3}$.

The fitting is obtained by using the default parameters with the following modifications. In Altermatt’s model [14], $N_b$ is $3.6 \times 10^{18}$ cm$^{-3}$ instead of $6 \times 10^{18}$ cm$^{-3}$ for boron (Equation 2). $N_{ref}$ is $10^{19}$ cm$^{-3}$ instead of $4 \times 10^{18}$ cm$^{-3}$ for Arsenic (Equation 1). These modifications are important to fit the intermediate doping level curves ($10^{17} \sim 10^{18}$ cm$^{-3}$).

In the PhuMob model, the default parameters are kept unchanged as much as possible. The major modification is changing the $\mu_{min}$ of Boron to 14 cm$^2$/V·s instead of 44.9 cm$^2$/V·s [15][16]. It is also important to adjust the compensation dopant concentration to obtain good fitting of the mobility curves at low temperatures in the low dopant concentration samples. This is because at low temperatures, dopants are mostly not ionized and the compensation dopants contribute strongly to the scattering effect. Compensation doping concentrations are chosen based on [12] with reasonable adjustments. It should also be noted that each curve in Fig. 2 to 5 corresponds to a certain net impurity concentration, which is the difference between the dopant concentration and the compensation dopant concentration. The compensation dopant concentrations used in the fittings are given in Table I.

<table>
<thead>
<tr>
<th>TABLE I. COMPENSATION DOPING IN FIG. 2 TO FIG. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>p-type (cm$^{-3}$)</strong></td>
</tr>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>$4.1 \times 10^{14}$</td>
</tr>
<tr>
<td>$2.2 \times 10^{14}$</td>
</tr>
<tr>
<td>$2.3 \times 10^{15}$</td>
</tr>
<tr>
<td>$4.9 \times 10^{15}$</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
</tbody>
</table>

* Each row corresponds to each curve in Figs. 2 to 4 with increasing net impurity concentration from top to bottom.

IV. SIMULATION WITH FIELD DEPENDENT IONIZATION

To include field-dependent ionization in Altermatt’s model, one may modify equation (1) by including field-dependent terms. However, the incomplete ionization PMI used converges very poorly when field-dependent effects are included because the PMI is not designed for this purpose (e.g. lack of Jacobian for electric field). To improve convergence, we propose to model the delocalized dopant states as conventional dopants not subject to incomplete ionization (i.e. all of these dopants are ionized and they are a fraction (1-b) of the total dopants). The localized dopant states are modeled using traps with the same final $E_A$ given by Altermatt’s model that are a fraction b of the total dopants (Fig. 1). The partition between these two types of dopants is calculated using Altermatt’s model (i.e. Equation (2)) and the calibrated Altermatt parameters are used. The Trap Energy Shift PMI [15] is then employed to include the field-dependent effect on $E_A$. This is dubbed “b-method”.

This model is applied to 3D resistors of various lengths (L) doped with $10^{14}$ cm$^{-3}$ arsenic at 4K sandwiched by two regions with fully ionized dopants of about 10 nm length. The short fully ionized regions are contacted with Ohmic contact boundaries. Altermatt’s model is included using the proposed method. The calibrated PhuMob model and ionization energy lowering due to the Poole-Frenkel effect are also incorporated. The field dependency is set up such that significant $E_A$ reduction occurs when the electric field is about 0.1 V/μm [17]. Fig. 6 shows the IV curves of L = 5 μm and 10 μm. It
can be seen that when the electric field is less than the critical field (0.5V for 5µm and 1V for 10µm), without and without field ionization the model give the same results. Once the critical electric field is reached, field ionization increases the current substantially.

The author thanks Dr. Gibson for his suggestion of b-method to improve convergence.
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