Abstract—Neuromorphic inference circuits using emerging devices (e.g. ReRAM) are very promising for ultra-low power edge computing such as in Internet-of-Thing. While ReRAM synapse is used as an analog device for matrix-vector-multiplications, the neuron activation unit (e.g. ReLU) is generally digital. To further minimize its power and area consumption, fully analog neuromorphic circuits are needed. This requires Design-Technology Co-Optimization (DTCO). In this paper, we use our Software+DTCO framework for fully analog neuromorphic inference circuit optimization using ReRAM as an example. The interaction between software machine learning, ReRAM, current comparator, and ReLU are studied. It is found that the neuromorphic circuit is very robust to the variation of ReLU, which confirms the importance of DTCO simulation.
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I. INTRODUCTION

Machine learning (ML) using von Neumann architecture is facing the bottleneck issue of inefficient power consumption and large latency [1]. The issue is due to the physical separation of memory and computing units, causing most clock cycles to be used for intensive data exchange between the units rather than processing the information. Recently, various architectures have been proposed to overcome the bottleneck [2][3]. Among them, neuromorphic circuits which are analog circuits inspired by human brain architecture have been demonstrated to be a potential solution to the bottleneck. The major difference is to break the physical separation between memory and computing units by combining them at the same location to obviate data movement. The neuromorphic circuit can be regarded as an analog neural network in a memory crossbar array. The key component in most neuromorphic circuits is the analog memory device implemented using emerging memories. In recent years, emerging memories such as Resistive Random-Access Memory (ReRAM) [4][5], Phase Change Memory (PCM) [6], Ferro-Electric FET (FeFET) [7] have gained significant attention.

The neuromorphic circuit performance, however, depends strongly on various parameters such as input voltage range, loading impedance, temperature and sneak current in the cross-bar array interconnection [8] due to the non-linearity of both the memory device and the peripheral circuits. Since ML algorithms have built-in fault tolerance, the requirement of the circuit precision can be less stringent. So, it is important to have a Design-Technology-Co-Optimization (DTCO) framework to understand the interaction between the emerging memory, the circuit, and the ML algorithm to obtain the best trade-off. Moreover, the circuit performance is expected to be also dependent on the ML algorithm being used. Therefore, to achieve the ultimate optimization for various applications, it is necessary to co-optimize the ML algorithm (software) and circuits and devices (hardware).

In [3], a MATLAB framework has been built to study the temperature, loading resistance, and input voltage range effect independently. It only studies the precision of circuit behavior instead of the accuracy of the final ML outputs. In [9], a system-level simulator is built using behavior models. Despite its lower speed, SPICE simulation provides more insight into circuit design and avoids the use of behavior models. In [10], SPICE is used but only for studying the behavior of loading resistance and has no interaction with ML algorithm design.

In this paper, we improve and use our Software+DTCO framework [11] to study the effect of various ReLU circuits on a ReRAM inference circuit performance (Fig. 1). The circuit is a neural network (NN) for hand-written digit recognition using ReRAM. Its accuracy in predicting hand-written digits is studied as a function of ReLU circuit designs.
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II. SOFTWARE+DTCO FRAMEWORK

Fig. 1 shows the Software+DTCO simulation framework for the neuromorphic inference circuit. The framework is written in python. Users can design a neuron network, NN, (by choosing the number of hidden layers and internal nodes) to train a machine in software for their purpose (e.g. hand-written character recognition). A neuromorphic SPICE circuit will be generated based on the NN designed in software (Fig. 2). Users can pick the emerging memory to be tested (e.g. ReRAM) and the weights in NN found in software training will be loaded to the SPICE compact model or Verilog-A model instances of the emerging memory. Users can also choose the type of sub-circuits (e.g. various ReLU circuit designs) to be included in the simulation. The sub-circuits may be post-layout netlists in which layout-dependent parasitic resistances and capacitances are included. Users can also choose various levels of accuracy for the components (e.g. whether an OpAmp is described by an ideal model or built from transistors of certain technologies). The framework will then invoke a commercial SPICE simulator to simulate the circuit to extract the desired metrics (e.g. inference accuracy) by performing a statistically meaningful number of simulations. The simulations can be performed in parallel. It is important to note that for certain NN design that gives the best accuracy in software (e.g. larger number of layers) might perform worse in neuromorphic circuits due to error propagation [11]. Therefore, Software+DTCO simulation is important for the ultimate optimization to not just select an NN that gives the best performance in software but also find a neuromorphic circuit that has the best performance for a given emerging memory and peripheral circuit technologies.

As an example, in this paper, hand-written digit recognition using NN is used [12]. The ReRAM model is obtained, modified, and calibrated based on [13] (Fig. 3). The ReRAM device and circuit are co-optimized so that the ReRAM filament gap has the required resistance range (2.5kΩ and 300kΩ) for the neuromorphic circuit (Fig. 3). Users can then choose different circuits and layouts to realize various functions in the neuromorphic circuit. Here, the effects of the current comparator and ReLU designs on the accuracy of the inference circuit are studied. 180 images are tested for inference accuracy. In the neuromorphic circuit simulation, it is found that 3-layer NN gives the highest accuracy [11]. So only 3-layer neuromorphic circuits are simulated unless specified.

III. CURRENT SUBTRACTOR AND CURRENT-VOLTAGE CONVERTOR

Since ReRAM can only have positive conductance, to encode the negative weight from the NN, duplicated ReRAM strings are used followed by the current subtractor (Fig. 2). The current subtractor also converts the current to a voltage signal (Fig. 4). The input resistors to the subtractor, Rin+ and Rin- and
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[Fig. 2: Schematic showing the generated circuit for hand-written character recognition (only 1-layer case is shown for clarity.)]

[Fig. 3: Simulated ReRAM IV (left) and filament gap size as a function of ReRAM conductance (Right).]

[Fig. 4: Current subtractor and current-to-voltage convertor used in this study.]

[Fig. 5: Accuracy of the neuromorphic circuit (3-layer) as a function of resistor variation in the subtractor and converter.]
Rin+, are chosen to be 1 Ω so that it is low enough compared to the ReRAM resistance.

For an ideal OpAmp, it can be derived that $V_0 = A(I_0R_{in} - I_1R_{in})$. With $R_0 = R_1 = 100 \Omega$, $R_2 = R_3 = 100k \Omega$, it can be shown that $A = R_2/R_0 = 10^4$. The effect of resistor variations in the subtractor and convertor is then studied. Fig. 5 shows the results. When $R_2$ and $R_3$ are reduced together, the prediction accuracy of the circuit is higher than 90% until the resistance is dropped by 25% to 75kΩ. Further study shows that this is limited by $R_2$. If only $R_3$ is varied, the accuracy is still high even if $R_3$ reaches 100Ω. This is because of the large value of $A$ being used. If $A$ is kept constant but the absolute values of $R_0$, $R_1$, $R_2$, and $R_3$ are changed proportionally, it is found that the accuracy decreases significantly when $R_{2,3} = 20k \Omega$ and $R_{0,1} = 200k \Omega$. This is because $R_{0,1}$ is now close to $R_{in, in}$, and the equation derived is no longer valid and the subtractor cannot function as it is supposed to be. This example shows that while the impact of resistance variation can be predicted qualitatively by circuit analysis, the inference prediction accuracy can only be obtained by using DTCO simulation.

IV. ANALOG RELU DESIGN

ReLU function is critical in NN and it retains the value if the input is positive and gives zero otherwise (Fig. 7). An analog ReLU circuit with 6 transistors (6T-ReLU) is adopted from [14] using 45nm design rules. The circuit is shown in Fig. 6a. The input inverter (formed by M1 and M2) inverts the input voltage $V_{oc}$ into $V_m$, the gate voltage of M4, to turn on/off M4. When $V_{oc}$ is negative, $V_m$ is positive and M4 is in the cut-off region. The output voltage $V_{or}$ is tuned to 0V by adjusting M5 and M6 of the voltage divider.

When $V_{oc}$ is positive, $V_m$ is low and M4 is in the saturation region. The output voltage $V_{or}$ is derived from the small-signal model as in [14],

$$\Delta V_{or} = g_{m1}g_{m2}R_1R_2\Delta V_{oc}$$

with,

$$g_{m1} = (g_{m,M1} + g_{m,M2})$$

$$R_1 = \frac{r_{o,M1}||r_{o,M2}}{r_{o,M1}||r_{o,M2}}$$

$$g_{m2} = g_{m,M4}$$

$$R_2 = \frac{r_{o,M2}}{g_{m,M2}||r_{o,M2}}$$

where $g_m's$ and $r_o's$ are the transconductances and output impedances of the corresponding transistor, respectively. By sizing the transistors so that $g_{m1}g_{m2}R_1R_2 = 1$, the circuit in Fig. 6a will then function as a ReLU circuit.

This circuit was designed for CMOS synapses which have large input impedance (due to small gate current in CMOS). Therefore, its output impedance is too large for ReRAM synapses because of the low ReRAM input impedance (Note that the output of the ReLU is used as the input of the next NN layer, Fig. 2). Fig. 7 shows that when the loading to the ReLU circuit is in the order of the maximum ReRAM conductance of the technology used, it does not behave as a ReLU function. However, the accuracy still reaches 73% in the 1-layer case but degrades quickly in the 3-layer case due to error accumulation (Fig. 8). Therefore, a unity gain buffer (Fig. 6c) is added and the accuracy can reach 94% in the 3-layer case.

To simplify the circuit, based on [15] and [16], a new 2T-RELU is proposed (Fig. 6b). Assume the threshold voltages ($V_{th,M1}$, $V_{th,M2}$) of M1 and M2 are zero, when $V_{oc}$ is negative, M2 is turned on because $V_{GS,M2} = V_{oc} - V_{or}$ and $V_{or}$ can be discharged to 0V, while M1 is turned off as $V_{GS,M1} = 0V - V_{oc} > 0V$. However, the threshold voltages of M1 and M2 are not set to zero but with finite negative values. Therefore, for small negative (or positive) values of $V_{oc}$, $V_{or}$ is determined by the voltage divider formed by the two off-state transistors, M1 and M2 (Fig. 7). When $V_{oc}$ is positive, M2 is turned off because $V_{GS,M2} > V_{th,M2}$. But M1 is turned on as $V_{GS,M1} = - V_{oc} < 0V$.

![Fig. 6: Analog ReLU circuits used. a) 6T-ReLU based on [14]. b) 2T-ReLU. c) Unity-gain buffer is added to a) and b) to form 6T-ReLU-Buf and 2T-ReLU-Buf, respectively.](image)

![Fig. 7. Performance of the ReLU circuits in Fig. 6 with 1MΩ and 2.5kΩ loadings.](image)
V_{th,M1}. Therefore, the behavior of 2T-ReLU can be summarized as

\begin{align}
V_{th} & \approx 0V \text{ if } V_{oc} \leq 0V \\
V_{th} & \approx V_{oc} \text{ if } V_{oc} > 0V
\end{align}

which is essentially a ReLU circuit with non-idealities.

However, the analysis above is only true if there is no loading. When there is loading with small input resistance (such as that of the next layer ReRAM), \( V_{oc} \) will be pulled down substantially. As can be seen in Fig. 7, the 2T-ReLU does not behave as a ReLU even with loading impedance as large as 1MΩ and gives very bad inference accuracy (Fig. 8). Therefore, an output buffer needs to be added (Fig 6c). Although with a buffer, it still has non-idealities, the neuromorphic circuit performs well with an accuracy of 87% in the 1-layer case. Therefore, by using the framework, we found a simpler analog ReLU that can achieve 87% accuracy for this task which is impossible without this framework.

V. CONCLUSIONS

A software+DTCO simulation framework is constructed in which users can perform co-optimization of synapses (traditional CMOS or emerging devices) and neuron and software ML. A fully analog ReRAM neuromorphic inference circuit is optimized using the framework. It is found that the inference accuracy is very robust. Moreover, the circuit can tolerate up to 25% variation of current comparator resistance value and is robust against impedance mismatching between ReLU neuron and ReRAM synapse. A simplified 2T-ReLU design is proposed and verified by using this framework and can achieve 87% accuracy despite the non-idealities.
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