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Abstract—The random dopant fluctuation (RDF) is a 
dominant source of statistical variability for nano-scale metal-
oxide-semiconductor-field-effect-transistors (MOSFETs). We 
study RDF with the polarization effect induced by the 
discreteness of impurity and the dielectric mismatch at the 
Si/oxide interface by 3D drift-diffusion simulation. The charge 
distribution model employed in this study for the discrete 
impurity clarifies RDF dependence on the dielectric constant of 
oxide material. It is shown that explicit modeling of the 
polarization charge associated with discrete impurities is 
inevitable for reliable prediction of threshold voltage. 
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I. INTRODUCTION 

The scaling of Si metal-oxide-field-effect-transistor 

(MOSFET) has been attained by adopting the multi-gate 

structure, such as FinFET [1], and high-ț oxide materials. 

However, nano-scaled devices are seriously suffered by 

statistical variability problems due to its small volume of 

semiconductor materials and an increase of the 

surface/volume ratio. The random dopant fluctuation (RDF) 

[2-8] is one of the crucial sources of the variability problems 

and unavoidable in any nano-scale devices employing a 

doping technique. 

 

 

Fig. 1. Schematic of Si-FinFET structure employed in this study. In the 

channel region, 60 discrete acceptors (presented as red points) are randomly 

distributed. Source and drain regions are uniformly doped by donor 

concentration of 1020 cm-3 (blue shaded regions). 

The physical origin of RDF is the potential fluctuation 

induced by the variabilities of the position and the number of 

dopants. In order to carry out predictive device simulation for 

RDF, it is inevitable to treat the Coulomb potential in the 

framework of the simulation [9]. In the device simulation, the 

Coulomb potential of discrete impurities is divided into the 

short-range and the long-range potentials, and those 

components are separately considered in the transport 

equation and the Poisson equation, respectively. It should be 

noted that the jelly dopant model corresponds to the long-

wavelength limit of the long-range potential and, thus, there is 

no potential fluctuation. 

For a bulk semiconductor, the short-range element is 

modeled as a screened potential by carriers in the substrate 

assuming charge neutral and thermal equilibrium. On the 

other hand, the long-range potential is the compensated part 

of the full Coulomb potential by carriers when we evaluate the 

short-range one. Therefore, once we know the distribution of 

screening carriers, we can regard it as a charge distribution 

model of the discrete impurity and obtain only the long-range 

potential as a solution of the Poisson equation without double-

counting the short-range one. Additionally, in the nano-scale 

multi-gate devices, we should take care of a fact that the 

discreteness of impurities induces a polarization charge on the 

semiconductor/oxide interface due to a difference of dielectric 

constants.  

Recently, we have reported a charge model for discrete 

impurities taken into account the polarization charge [10]. 

Since the polarization charge modifies the Coulomb potential 

compared to that without the interface and, thus, the charge 

distribution model for the long-range potential should be 

corrected. In this study, we carried out the drift-diffusion (DD) 

simulation incorporating the polarization effect at the interface 

associated with discrete impurities for the long-range 

Coulomb potential under a nano-scale FinFET operation. 

 

II. NUMERICAL METHOD 

We employ a Si-FinFET device structure as shown in Fig. 

1 and carry out 3D-DD simulation. The Fin structure has 10 

nm of the width and 30 nm of the height. The channel length 

is 40 nm. The source and drain regions are uniformly doped 

by donor concentration of 1020 cm-3. In the channel region, 60 

acceptors are randomly distributed, and 500 different acceptor 

configurations are considered. Therefore, we only introduce 

position variation of acceptors within the channel region as a 
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Fig. 2. Profiles of acceptor concentration in the middle corss-section of the 

channel region presented in Fig. 1 with the same acceptor configuration. (a) 

�୅଴  is acceptor concentration based on the Yukawa-like charge model for 

discrete impurities without polarization correction term induced by the 

interface. Polarization correction terms for acceptor concentration, ȟ�୅ , 

with (b) SiO2 and (c) HfO2 oxide layers. The acceptor concentration, �୅, 

used in the Poisson equation is a sum of �୅଴  and ȟ�୅. 

 

 

Fig. 3. ID-VG characteristics with 500 different acceptor configurations 

(gray lines) under VD = 0.05 V. (a) SiO2 and (b) HfO2 oxide layers. Red solid 

lines are averaged value over 500 different configuration for each oxide 

material. The results with jelly model for each oxide material are plotted in 

blue dotted lines. The acceptor concentration employed in the jelly models 

is 5ൈ1018 cm-3. The green dashed line presented in (b) is the same curve 

named as “Average” in (a). 

 

 

Fig. 4. ID-VG characteristics with 500 different acceptor configurations 

(gray lines) under VD = 0.8 V. (a) SiO2 and (b) HfO2 oxide layers. Calculation 

conditions and lines are same employed in Fig. 3 except the drain voltage. 

 

source of statistical variability in the present study. The charge 

distribution model for the discrete impurity and its long-range 

Coulomb potential is based on our recent work [10]. The 

acceptor concentration, �୅, used in the Poisson equation is 

described as, 

�୅ = σ (�୅,௜଴ + ȟ�୅,௜)଺଴
௜ ,                      (1) 

where �୅,௜଴  is the Yukawa-like acceptor distribution for the i-
th acceptor and given by 

�୅,௜଴ ,ܚ) (௜ܚ = ஼ଶݍ ܚ|஼ଶݍ−)��� − (|௜ܚ ܚ|ߨ4)/ −  ௜|),     (2)ܚ

where ݍ஼  is an inverse of the screening length, and ܚ௜  is a 

center of the i-th acceptor. The screening length is estimated 

by the Debye-Hückel or the Thomas-Fermi model depending 

on the concentration.Δ�୅,௜ is the polarization correction term 

and is functions of the difference of dielectric constants 

between Si and the oxide material and of the distance between 

the center of impurity and the interface. For convenience, we 

define two quantities as �୅଴ = σ �୅,௜଴଺଴
௜  and ȟ�୅ =

σ ȟ�୅,௜଺଴
௜ . SiO2 and HfO2 are employed as oxide materials, 

and their thicknesses are 1.0 nm and 6.13 nm, respectively. 

The HfO2 thickness is equivalent to 1.0 nm of the effective 

oxide thickness (EOT). The relative dielectric constants of Si, 

SiO2, and HfO2 are 11.8, 3.9, and 23.9, respectively. The 

acceptor concentration averaged in the channel volume is  

5.Ͳ ൈ 1Ͳଵ଼ cm-3, and the screening length is 1.63 nm at 300K. 

In the jelly model, the acceptor concentration in the channel 

region is 5.Ͳ ൈ 1Ͳଵ଼  cm-3. The threshold voltage, VTh, is 

defined when the drain current, ID, exceeds 14.9 nA/ߤm. 

 

III. DISCUSSION 

Fig. 2 (a) shows the acceptor concentration profile, �୅଴ , 

without the polarization correction term in a cross-section at a 

middle plane of the channel region. Since we employ the 

Yukawa-like charge model for each acceptor, �୅଴  is widely 

distributed in the substrate, and its high concentration area - 

namely �୅଴ ൐ 2ൈ1019 cm-3 roughly spreads over a square of 

the screening length. This fact means that the charge of the 

discrete impurity is not a point-like charge but has a fine size 

to exclude the short-range potential.  

Figs. 2 (b) and (c) are the distributions of the polarization 

correction term, ȟ�୅, for SiO2 and HfO2, respectively, with 

the same acceptor configuration. The correction term ȟ�୅ is 

only distributed near the interface and rapidly decreases with 

distance from the oxide layer. Additionally, it indicates that a 

larger dielectric constant of the oxide layer than Si screens the 

Coulomb potential of a discrete impurity and, thus, reduces 

the screening carriers required to satisfy the charge neutral 

condition as pointed above. As a result, the correction term 

becomes negative to decrease acceptor concentration for the 

long-range potential. When the dielectric constant is smaller 

than Si, the opposite effect has to be taken into account and, 

thus, the result with SiO2 has a positive correction value.  

Figs. 3 and 4 show ID-VG characteristics associated with 

500 different acceptor configurations under the drain voltages, 

VD, of 0.05 V and 0.8 V, respectively. The results with the 

jelly acceptor model are also presented for each oxide 

material. The acceptor concentration of the jelly model is 

5ൈ1018 cm-3 within the channel region. ID dependence on the 
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acceptor configuration (plotted by thin gray lines) becomes 

small as VG increases under both drain voltages. Additionally, 

the difference between the jelly and the discrete impurity 

models decreases. These properties indicate that the present 

charge distribution model for the discrete impurities is 

screened by the carriers when the carrier concentration 

becomes large, and, thus, the configuration dependence 

becomes small. On the other hand, when VG is small, ID-VG 

curves shows a significant configuration dependence. 

Therefore, the potential fluctuation induced by discrete 

impurity is mainly caused by the long-range Coulomb 

potential since the short-range potential depends on the 

acceptor concentration and is independent of the carrier 

concentration induced by VG. 

Table I summarizes VTh under various calculation 

conditions, and statistical distributions of VTh are found in Fig. 

5 for VD = 0.05 V and 0.8 V. Extracted standard deviations 

with SiO2 layer are 13.4 mV and 14.4 mV under VD = 0.05 V 

and 0.8 V, respectively. Those with HfO2 are 10.2 mV and 

11.2 mV, respectively. By using VTh average and the standard 

deviation for each condition, the Gaussian distribution fits 

well the calculated result. 

In the present Fin structure, the short-channel-effect (SCE) 

especially drain-induced-barrier-lowering (DIBL) is not 

negligible as the drain-voltage dependence of VTh found in 

Table I and also Fig. 5. In the jelly doping cases, VTh 

differences between those under VD = 0.05 V and 0.8 V are 

14.1 mV and 19.4 mV for SiO2 and HfO2, respectively. This 

difference between the SiO2 and HfO2 could be caused by a 

slight difference of gate capacitances. In the discrete impurity 

cases, VTh under VD = 0.8 V is shift to 15.7 mV and 22.2 mV 

for devices with SiO2 and HfO2, respectively, compared to the 

value under VD = 0.05 V. The discrete model shows a larger 

shift than the jelly model, and the discrete impurity models 

with HfO2 is weak to SCE in the present structure. This reason 

could be explained as follows: The electron concentration 

becomes large as approaching to the interface from the center 

of Si substrate when VG is applied. On the other hand, the 

polarization correction dominates around the interface as 

presented in Figs. 2 (b) and (c). Therefore, it is expected that 

VTh significantly depends on the concentration of acceptors 

and electrons at the interface. In the case with HfO2, the 

correction term reduces the acceptor concentration and, thus, 

effective acceptor concentration, where �୅ = �୅଴ + ȟ�୅, in 

the channel becomes smaller than the jelly concentration. In 

the device with SiO2, the correction term increases the net-

acceptor concentration around the interface and can suppress 

DIBL effect. As a result, VTh shift with HfO2 becomes larger 

than that with SiO2. 

The standard deviation reflects the strength of VTh 

dependence on the acceptor configurations. When we consider 

the dependence of standard deviation on the drain voltage, the 

number of accepters in the region where the gate can 

dominantly control the potential in the channel. As a result, 

the number fluctuation in such a sensitive region also 

contributes to the statistical variability and, thus, results in an 

increase of the standard deviation in both cases.  In the case 

with SiO2, the acceptor concentration, �୅ = �୅଴ + ȟ�୅ , 

around the interface strongly depends on the position of 

acceptors since the correction term increases the acceptor 

concentration and is only significant around the interface as 

presented in Fig. 2 (b). On the other hand, the polarization in 

HfO2 reduces the concentration fluctuation induced by the 

acceptor configurations as shown in Fig. 2 (c). It is because 

that the correction term reduces the net-acceptor concentration 

when an acceptor is close to the interface. As a result, the 

correction term weakens the acceptor configuration 

dependence. In summary, HfO2 shows a smaller standard 

deviation than that with SiO2. 

IV. CONCLUSION 

We have carried out 3D-DD simulation incorporated with 

discrete impurities modeled by Yukawa-like charge 

distributions. The discrete nature of impurities induces a 

polarization charge at the interface between the substrate and 

the oxide material depending on the difference of the dielectric 

constants. The present charge model produces the correct 

long-range Coulomb potential in the framework of DD device 

simulation. As a result, the screening of the long-range 

potential i.e., the potential fluctuation induced by the discrete 

impurity becomes dependent of the gate voltage and also 

carrier concentration in the channel region. The polarization 

correction term is able to distinguish the oxide material 

dependence of the potential fluctuation. It is inevitable for 

predictive device simulations to explicitly take into account 

the interface polarization induced by the discreteness of 

impurity.  

 

TABLE I.  TABLE OF THRESHOLD VOLTAGES 

Oxide SiO2 (mV) HfO2 (mV) 

Model Jelly Discrete Jelly Discrete 

VD = 0.05 V 140.0 140.4 132.5 115.6 

VD = 0.8 V 125.9 124.7 113.1 93.4 

 

 

Fig. 5. Statistical distributions of threshold voltage for the devices with (a) 

SiO2 and (b) HfO2 gate oxides under VD = 0.05 (orange) and 0.8 V (light-

gray). Threshold voltage is defined when the drain current exceeds 14.3 

nA/μm. The red solid and gray dotted curves are the Gaussian fits under VD 

= 0.05 V and 0.8 V, respectively. The average of VTh are summrized in Table 

I. For SiO2 results, the standard deviations employed in Gaussian curves are 

13.4 mV and 14.4 mV under VD = 0.05 V and 0.8 V, respectively. Those 

values for HfO2 are  10.2 mV and 11.2 mV under VD = 0.05 V and 0.8 V, 

respectively. 
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