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Abstract—We present an analytic band-to-trap tunneling
model developed using the open boundary scattering approach.
The new model explicitly includes the effect of heterojunction
band offset, in addition to the well known electric field effect.
Its analytic form enables straightforward implementation into
TCAD device and circuit simulators. The model is capable
of simulating both electric field and band offset enhanced
carrier recombination due to the band-to-trap tunneling in the
depletion region near a heterojunction. Simulation results of an
InGaP/GaAs heterojunction bipolar transistor reveal that the
proposed model predicts significantly increased base currents,
because the hole-to-trap tunneling from the base to the emitter is
greatly enhanced by the emitter base heterojunction band offset.
The results compare favorably with experimental observations.
The developed method can be applied to all one dimensional
potentials which can be approximated to a good degree such
that the approximated potentials lead to piecewise analytic wave
functions with open boundary conditions.

Index Terms—band-to-trap tunneling, density of states, band
offset, field enhancement factor, heterojunction bipolar transistor

I. INTRODUCTION

Unintentional traps created during fabrication and/or by
exposure to radiation environments can significantly alter the
electrical properties of semiconductor devices. At a sufficiently
high trap density, the band-to-trap tunneling [1] can cause a
significant increase in terminal currents, especially under high
electric fields [2] [3]. Standard band-to-trap tunneling models,
such as those by Schenk [1] [4] and Hurkx [5], are widely
incorporated in TCAD (Technology Computer Aided Design)
device simulation tools [6] to account for this effect. However,
these models were developed for silicon and are, therefore,
often unsuitable for modeling heterojunction devices. This is
because they do not account for the effect of band offset, which
can be significant in heterojunction devices. In fact, as shown
recently by Myers et al. [7], the band offset at the emitter-base
(E-B) junction in a lattice matched In0.5Ga0.5P/GaAs NP+N
heterojunction bipolar transistor (HBT) greatly enhances the

tunneling of holes from the base to the traps in the emitter.
This tunneling substantially increases carrier recombination in
the E-B depletion region, leading to large base currents under
neutron radiation environments, and consequently exacerbates
the degradation of gain due to radiation damage.

In this work, we propose an analytic band-to-trap tunneling
model based on Schenk’s approach, which includes the effects
of both electric field and band offset. We will demonstrate that
the model predicts significantly increased base currents in a
HBT, due to the strong hole-to-trap tunneling caused not only
by the electric field effect, but more importantly by the band
offset enhancement. Notably, the analytic form of the model
enables straightforward implementation into TCAD device and
circuit simulators.

II. PROPOSED TUNNELING MODEL

Within Schenk’s approach [4], the band-to-trap tunneling
is modeled as Shockley-Read-Hall (SRH) recombination with
field-dependent carrier lifetime, τ , given by

τ(T, F ) =
τ(T, F = 0)

1 + g(T, F )
, (1)

g(T, F ) =

∫ Et

0
ρF (E) exp

(
−E

2kBT

)
IE/�ω0

(z)dE

∫ +∞
Et

ρF=0(E) exp
(

−E
2kBT

)
IE/�ω0

(z)dE
. (2)

Here T and F denote temperature and electric field, respec-
tively; g(T, F ) is the field enhancement factor depending on
temperature and electric field; Et is the trap binding energy
measured from the corresponding band edge (e.g., conduction
band edge for electrons and valence band edge for holes);
kB is the Boltzmann constant; ρF=0(E) is the zero field
energy dependent band density of states (DOS); ρF (E) is the
three dimensional (3D) tunneling DOS; IE/�ω0

(z) denotes the
modified Bessel function of the first kind with �ω0 being the
optical phonon energy. The argument of the modified Bessel
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function is defined as z = 2S
√
fB(fB + 1), with S being

the Huang-Rhys factor and fB being the Bose function, i.e.,
fB = [exp(�ω0/kBT )− 1]

–1.
Characteristics of the band profile, including electric field

and band offset, affect the field enhancement factor, g(T, F ),
through the 3D tunneling DOS, ρF (E). Schenk used the
constant field DOS expression in his original model [1]. It
is a reasonable approximation for homojunction devices, but
is inadequate for heterojunction devices. This can be seen from
the typical band profile of an In0.5Ga0.5P/GaAs NP+N HBT
in Fig. 1, where the tunneling of holes in the base to traps
in the emitter is determined by the valence band profile. It
is evident that the valence band deviates significantly from
Schenk’s constant field assumption.
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Fig. 1. Typical band profile in the emitter and base regions of an
In0.5Ga0.5P/GaAs NP+N HBT. Here EC is the conduction band, EV is the
valence band, ΔEV is the valence band offset, and ET indicates the trap
location. The circle with a plus represents a hole, and the blue arrow denotes
the hole-to-trap tunneling path. The red dashed curve is a linearized potential
to approximate the actual valence band.

To compute the 3D tunneling DOS for the valence band
in Fig. 1, we first assume the potential of interest is in the
x direction only, while the y-z plane has a zero potential
and carriers are free to move with an effective mass. Then
the standard approach [8] is to numerically solve the 1D
Schrodinger equation with closed boundary conditions (BCs).
This approach results in discrete eigen-energies and eigen-
functions, which are then used to compute the DOS. However,
this method is expensive and difficult to implement into a
Message Passing Interface (MPI) based parallel TCAD code.
Another option for computing the DOS [9] [10] is utilizing the
retarded Green’s function, which is often used for open bound-
ary quantum transport modeling and simulation. Determining
Green’s functions for semiconductor transport problems is,
however, notoriously difficult. And it is often more difficult to
obtain analytic Green’s functions than analytic wave functions
for a given potential profile.

To overcome these limitations, we have developed an ef-
ficient analytic DOS model based on the open boundary
scattering method [11]. In this approach, we first approximate
the actual band profile (e.g., the valence band in Fig. 1) using

a linearized potential (e.g., the red dashed curve in Fig. 1).
Second, we treat the linearized potential as an open boundary
scattering problem with a continuous energy spectrum, which
allows us to obtain piecewise analytic wave functions (WFs).
Third, we normalize the WFs according to the Dirac delta
normalization condition [12]∫ +∞

−∞
ψ∗
Ex

(x)ψE′
x
(x)dx = δ(Ex − E′

x). (3)

For this particular normalization, we discovered that there
exists a universal normalization factor. The universal normal-
ization factor is applicable to any 1D potentials that have open
BCs and lead to piecewise analytic wave functions [13]. It has
a very simple form, given by

|N |2 =
m∗

2π�2k
with k =

√
2m∗E
�2

. (4)

Here |N |2 is the normalization factor squared and m∗ is the
carrier effective mass. Finally, we apply the delta normalized
wave functions to compute the 3D DOS using

ρF (x,E) =
m∗

π�2

∫ +∞

0

|ψEx
(x)|2θ(E − Ex)dEx, (5)

where θ(·) is the Heaviside step function.
Following the above procedure, we can obtain the 3D

tunneling DOS for the linearized potential in Fig. 1 as

ρF (x,E) =
1

2π2

(
2m∗

�2

) 3
2
∫ E∗

0

|Ai(αx+ β)|2
|Ai(β)|2 + �θ

Ex
|A′

i(β)|2
dEx√
Ex

.

(6)
Here E∗ = qFx + V0 − Et + E with q being the elemental
charge, x is the positive distance from the heterojunction, V0

is the HJ band offset (e.g., ΔEV in Fig. 1), and 0 ≤ E ≤ Et.
Ai(·) is the Airy function, and A′

i(·) is the first derivative of
the Airy function. α, β, and �θ, are given by

α =

(
2m∗qF

�2

) 1
3

, β =
V0 − Ex

�θ
, �θ =

(
�
2q2F 2

2m∗

) 1
3

. (7)

It is seen that the 3D DOS in (6) involves an integration
over the energy, but does not involve any integration over the
space. This makes the DOS model amenable to implement
in a MPI parallel programming environment, and hence it
can be readily implemented into TCAD device and circuit
simulators. To efficiently compute the integral in (6), we
used the Gauss-Jacobi quadrature scheme [14]. Ten to twenty
collocation points (depending on the selected parameter set)
were sufficient to ensure an error of less than 1%. We also
found that the adaptive quadrature rule [15] works very well
for computing the field enhancement factor in (2), since
the integrands in both the numerator and the denominator
are sharply localized along the energy axis. Lastly, when
implementing the DOS and the field enhancement factor in
a TCAD simulator, the local electric field is used instead of
actually linearizing a potential. Note the local electric field is
also widely used for the Schenk model [4] implemented in
commercial TCAD simulators [6].
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The proposed and Schenk band-to-trap tunneling models
were implemented into Charon, a multi-dimensional MPI
parallel TCAD code developed at Sandia National Labora-
tories. Charon supports the generalized Scharfetter-Gummel
discretization [16] and several stabilized finite element dis-
cretization schemes [17] [18]. It can be used to simulate ar-
bitrary 2D/3D devices, supports multi-physics capability (i.e.,
allowing for solving different equations in different regions),
and is capable of running large simulations on thousands of
processors simultaneously. It has been used to simulate a wide
variety of devices, such as HBTs [11], field effect transistors,
wide band gap devices (e.g., GaN devices), and transition
metal oxide memristors [19] [20].

III. SIMULATION RESULTS AND DISCUSSION

Fig. 2 compares the 3D tunneling DOS for a linearized
potential at three locations computed using three different
approaches. The parameters used are m∗ = 0.082, �ω0 = 0.02
eV, S = 12.2, and Et = 0.93 eV, which are close to the
values for mid-band gap traps in the In0.5Ga0.5P material. The
constant field DOS (black) depends only on the field strength,
not on the spatial location, as expected, and is valid only
for distances more than 20 nanometer (nm) away from the
HJ. It is apparent that our analytic model produces the same
DOS as the numerical method for the given potential. Clearly,
the band offset substantially increases the DOS at locations
within 20 nm from the HJ. For example, at 5 nm from the
HJ and energies away from the band edge, the DOS obtained
from our model is many orders of magnitude greater than the
constant field result. Interestingly, as the distance from the HJ
decreases, the DOS becomes independent of the field strength.
As shown in Fig. 3, at 1 nm away from the HJ, the DOS
(red solid curves) computed using the proposed model do not
depend on the field strength, and are many orders of magnitude
higher than those (black dash-dotted curves) computed using
the constant field expression. Furthermore, the proposed DOS
at 1 nm from the HJ coincides with the DOS (green dashed
curves) of a step barrier with the same offset of 0.5 eV. This
clearly demonstrates that, when very close to the HJ, the band
offset determines the DOS, while the field strength has little
effect.

The field enhancement factors, for potentials similar to the
inset potential of Fig. 2, were computed as a function of elec-
tric fields at different locations using the proposed and Schenk
models, as shown in Fig. 4. It is clear that, for locations 20 nm
or more away from the HJ, the proposed and Schenk models
produce nearly the same results. However, as the distance
from the HJ decreases, the field enhancement factor computed
using the proposed method increases dramatically, while the
field dependence of the field factor decreases significantly.
The location and field dependencies of the proposed field
factor become more evident in Fig. 5. Clearly, the field factor
increases nearly exponentially with decreasing distances for
locations less than 20 nm away from the HJ. And it becomes
independent of the field in the vicinity of the HJ. On the other
hand, for locations more than 20 nm away from the HJ, the

V0=0.5 eV

1 eVF=0.1 MV/cm

Fig. 2. 3D tunneling DOS for the inset potential at 5, 10, and 20 nanometer
away from the HJ denoted by the colored dots. The zero energy is set to
the barrier edge, and a more negative energy indicates further down from the
barrier edge. The DOS were computed using the constant field expression
[1] (black), the numerical code by Myers [7] that numerically solves the
Schrodinger equation (color solid), and the analytic approach in this work
(color dashed).
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Fig. 3. 3D tunneling DOS for potentials similar to the inset potential in Fig. 2
at 1 nm away from the HJ with the field being 0.01, 0.1, and 0.2 MV/cm,
respectively (red solid curves). The black dash-dotted curves correspond to
the constant field DOS with the field value next to each curve. The green
dashed curve corresponds to the DOS of a step barrier with V0 = 0.5 eV.

field factor does not depend on the location, but depends on
the electric field.

To demonstrate the effect of the proposed band-to-trap tun-
neling model on device characteristics of HBTs, we simulated
the Gummel current voltage curve of an In0.5Ga0.5P/GaAs
NP+N HBT utilizing Charon. The simulated device mimics
the InGaP/GaAs HBT with the emitter-up configuration in
[21]. The simulated collector and base currents are plotted
in Fig. 6 as a function of base emitter voltages. We first
used the standard SRH recombination in the emitter with a
constant lifetime of 2×10−11 seconds for electrons and holes
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Fig. 4. Field enhancement factors as a function of electric fields for potentials
similar to the inset potential of Fig. 2 at different locations. The red solid,
green dashed, blue dash-dotted, and magenta dotted curves correspond to the
20, 15, 10, and 5 nm locations from the HJ, respectively, and were computed
using the proposed model. Black dots are the results computed using the
constant field Schenk model.
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Fig. 5. Field enhancement factors computed using the proposed model as
a function of the distances from the HJ for potentials similar to the inset
potential of Fig. 2 at different electric fields.

to produce the base currents (red solid curve) that are similar
to the experimentally observed base currents before neutron
irradiation [7]. Next, we turned on the hole-to-trap tunneling in
the emitter and assumed the traps were close to the mid-band
gap of In0.5Ga0.5P, with the field independent τ(T, F = 0) set
to 0.1 nanosecond for electrons and 1 nanosecond for holes.
The resulting base currents obtained using the Schenk and
proposed models are shown as the green dashed curve and the
blue dash-dotted curve, respectively, in Fig. 6. Although the
collector currents (black curve) do not change with the hole-to-
trap tunneling near the emitter base junction, the base currents
depend strongly on the hole-to-trap tunneling there. It is seen
that, for the same simulation conditions, the proposed band-to-
trap tunneling model predicts much larger base currents than
the Schenk model. This is because the hole-to-trap tunneling
from the base to the emitter is substantially enhanced by the

0.8 0.9 1 1.1 1.2 1.3
Base-emitter voltage (V)

10 -10

10 -9

10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

C
ur

re
nt

 (
A

)

Collector: Not changing
Base: No B2T
Base: Schenk B2T
Base: Proposed B2T

Fig. 6. Simulated collector and base currents as a function of base emitter
voltages for an InGaP/GaAs NPN HBT with zero base collector bias.

emitter base junction band offset. We also see that the base
currents predicted by the proposed model qualitatively agree
with the experimentally measured base currents after neutron
irradiation in [7].

IV. CONCLUSION

In summary, we have developed an analytic band-to-trap
tunneling model that explicitly includes the effects of both
electric field and band offset, based on the open boundary
scattering approach. Our model is applicable to all one di-
mensional potentials, which can be approximated to a good
degree such that the approximate potentials result in piecewise
analytic wave functions with open boundary conditions. The
model can be easily implemented into TCAD device and
circuit simulators, thanks to its analytic form. It has been
implemented into Charon, a MPI parallel TCAD code de-
veloped at Sandia National Laboratories. Using the model,
we demonstrate that the band-to-trap tunneling strength (via
the field enhancement factor) is dramatically increased at
locations less than 20 nm away from a heterojunction (HJ),
due to the band offset enhancement, when compared to the
Schenk model. Furthermore, the field factor computed using
the proposed model increases nearly exponentially with de-
creasing distances from the HJ, and becomes independent of
the field when very close to the HJ. Simulation results of an
InGaP/GaAs HBT using Charon show that the model predicts
much larger base currents than the Schenk model. This is
because the hole-to-trap tunneling is greatly enhanced by the
emitter base junction band offset. The results are consistent
with experimental observations.
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