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Abstract—The stochastic nature of the switching mechanism of
amorphous phase-change memory (PCM) arrays can fruitfully
be exploited to implement primitives for hardware security. This
paper tackles, by means of PCM, the feasibility of Reconfigurable
Physical Unclonable Functions, that constitute one of the two
building blocks of cryptographic applications.

I. INTRODUCTION

Ovonic and phase-change materials have been selected
by some leading electronic industries as semiconductors for
innovative devices in the field of data storage, and proposed
for beyond-von Neumann calculators and bio-inspired neuro-
morphic computing. Cross-point arrays of chalcogenide-based
devices have been realized [1] and, quite later, commercial
mass production has been announced.1

The stochastic nature of the switching mechanism of amor-
phous chalcogenides, either Ovonic or phase changing, is a
drawback for the memory technology because it implies statis-
tically dispersed threshold conditions. However, stochasticity
can be given a turn for the better in other kinds of applications,
e.g., it can fruitfully be exploited to implement primitives for
hardware security.

By applying a set voltage pulse, whose amplitude corre-
sponds to a switching probability of 50%, to a memory initially
placed in the full-reset 0 state, half of the memory bits are
statistically switched and programmed to state 1, whereas the
remainder of the bits persist in state 0. In a recent paper [3]
it has been shown that such a natural randomness can be ex-
ploited to create a True Random Number Generator (TRNG),
which is one of the two building blocks of cryptographic
applications.

The second building block, namely, the implementation of
Physical Unclonable Functions (PUFs), is tackled in this paper.
A PUF, in fact, converts the randomness into a secure primitive
[4], [5]. Specifically, due to the stochastic programming of
the physical bit, a challenge applied on a PUF gives origin
to a unique response, that turns it into a digital random
number (challenge-response pairs, CRPs). Natural statistical
fluctuations in the amorphization process make these CRPs

1In fact, the first commercial product incorporating a solid-state drive made
of a 3D, cross-point non-volatile memory has been launched very recently [2].
As of today, the materials’ nature and the exact operating principle of this
memory cell have not been disclosed.

unique and, consequently, makes it impossible to clone the
response or predict it, without altering the underlying physical
substrate. Like in the case of the TRNG, the feasibility of a

Fig. 1. Schematics of the crosspoint memory array with integrated Ovonic
selectors. The GeTe6 and Ge2Sb2Te5 chalcogenides are template materials
for Ovonic and phase-change switching.

simple PUF by means of self-heating phase-change memory
cells (PCM) coupled to Ovonic selectors in crossbar arrays
(Fig. 1) is assessed and demonstrated through simulations
based upon the Random Network Model [6], [7], [8].

II. THRESHOLD VARIABILITY

The threshold variability in amorphous semiconductors is
commonly due to two main sources, namely, i) intercell
variability, that derives from the structural differences from
a cell to another due to unavoidable process variations, and
ii) intracell variability, due to the inherent stochastic nature of
the amorphous phase.

Consider a set of 𝑄 cells that have undergone 𝑃
amorphization-crystallization cycles, and define 𝑉

𝑠
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with 𝑉 𝑠𝑘
th the threshold voltage obtained from the 𝑘-th mea-

surement on the 𝑠-th cell. By these definitions one is able to
separate the effects of the process variation from those due to
the stochastic nature of the amorphous phase; this is achieved
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by calculating and separately storing the normalized intercell
𝜂 and intracell 𝜉 threshold voltages
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𝑉

𝑠

th

𝑉 th
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𝑠
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The relative weights of 𝜂 and 𝜉 depend on the manufacturing
technology.

The mushroom and 𝜇-trench architectures for PCM cells
require the presence of an external heater connected in series to
the chalcogenide layer to generate the thermal power necessary
for the phase change. Since the intrinsic statistical nature of
the electric response of amorphous materials is dominated by
the heater-induced crystallization, such a solution provides
a narrow dispersion of the intracell threshold voltage (𝜉).
The variability is therefore basically due only to unavoidable
process variations, which are minimized as much as possible
at the manufacturing stage. However, the heater enhances the
possibility that interfacial atoms of an alien species diffuse
into the chalcogenide layer and alter its conductive properties,
and may hinder the miniaturization of the memory array.

These aspects are not present in self-heating cells, where
the heater is missing. In self-heating cells, the phase change
is solely due to the Joule heating produced by the current flux
within the chalcogenide layer. The adoption of self-heating
cells enlarges the variability window, as statistical effects
connected to the thermodynamics of crystallization sums up
with those linked to electrical transport, making the variability
of the intercell threshold-voltage (𝜂) variability dominating
over its the intracell counterpart (𝜉) variability. The enlarged
window due to the stochastic nature of the threshold switching
can better be exploited in the field of cryptography and on-chip
data protection.

In order to simulate the intercell variability, we adopt the
Random Network Model. This model naively describes the hot
spots where the crystallization induced by Joule heating begins
with the formation of conductive segments among clusters of
traps, that have been demonstrated to populate the matrix [9].
Given the transition rate 𝑆𝑖𝑗 between two internal clusters 𝑖
and 𝑗, with (𝑖, 𝑗) ∈ [1, 𝑁 ] (indices 0 and 𝑁 + 1 refer to the
two contacts), the charge- and energy-balance equations are
expressed as:
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with 𝑞 the elementary charge and 𝜏𝑅 an energy-relaxation
time. In (1)-(2) 𝑛𝑖, 𝑒𝑖 and 𝜑𝑖 are the carrier concentration
and average energy, and the electrostatic potential of the 𝑖-
th cluster, whereas subscript “eq” stands for equilibrium. The

equations above are coupled to the Poisson and Fourier-heat
equations:

∇ ⋅ (𝜀∇𝜑) +𝑄𝑖 = 0 , (3)

∇ ⋅ (𝜅∇𝑇 ) +𝑊𝑖𝑗 = 0 , (4)

where 𝑇 is the (local) lattice temperature, 𝑄𝑖 and 𝑊𝑖𝑗 are the
charge of the 𝑖-th cluster and the heat generation along the
segment connecting the 𝑖-th and the 𝑗-th clusters, respectively.

Trap clusters are generated as a result of an underlying
dynamics, and mimic the properties of the amorphous matrix;
in the absence of any further information, for simplicity,
they are assumed to be uniformly distributed over the entire
simulation domain. Given the current 𝐼 , the solution of (1)-
(4) allows one to check whether one segment reaches the
phase-change condition (i.e., it has an average temperature
above the glass transition temperature of the material under
investigation) and initiates the phase-change process. The same
model also applies to the investigation of OTS materials, with
the only difference that the phase-change condition is never
reached in the typical operating conditions, as testified by the
absence of the very sharp transition in the current vs. voltage
diagram shown by phase-changing chalcogenides (Fig. 2).

Finally, it should also be mentioned that the present form of
the Random Network Model does not account for the forming
effects, which are present in the first tens of amorphization
cycles of real samples [10]. As a matter of fact, this is not a real
problem because it can easily be fixed by the manufacturers
before the final product is released.

III. PUF IMPLEMENTATION

We consider a very simple PUF, whose challenge is the
address of a 16-bit sequence (word) and the response is the
word itself, which is then post-processed into a fingerprint
(like, e.g., 4 hex values). On the one side, if such a PUF is
used as a fingerprint of a circuit or a device, or as a hash key,
the stability of chalcogenide memories over time ensures its
readability for more then 10 year; on the other side, when the
information stored in the PUF does not need to be preserved
after reading, the PUF can be reconfigured upon request a
virtually-infinite number of times: it has been proven, in fact,
that chalcogenide-based phase-change memories are stable up
to 108 write cycles [11]. The PUF operation is summarized in
Fig. 3.

By means of a protocol very similar to the one described
in Ref. [3], we have generated 4800 bits, and have grouped
them into 300 sequences of 16 bits each, as shown in Fig. 4.
After having assessed (including also the parasitic effect of
the series resistances) the true stochasticity of the sequence
generation according to the NIST statistical test suite [12]
(results are listed in table I), we have also checked these
sequences as sources for the proposed PUF. Due to the relative
small number of sequences, only 8 tests can be applied;
following the NIST guidelines the following parameters have
been set: block frequency test: m=8; approximate entropy test:
m=2; serial test: m=2. Tests are passed if less than 3% of the
sequences fails.
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Fig. 2. Normalized current vs. voltage characteristics calculated by means of
the Random Network Models with 100 current-driven simulations for a PCM
cell (top) and an OTS selector (bottom). The switching region, marked by the
dotted lines, is also shown for both cases.

The performance of a PUF is usually controlled by specific
metrics [13], among which the most important ones are
uniformity, uniqueness, and robustness.

Uniformity (𝑈𝑖) estimates how uniform the proportion of 1s
and 0s is within the 𝑖-th response string 𝑟𝑖. It is defined as

𝑈𝑖 =
100

𝑛

𝑛∑
𝑙=1

𝑟𝑖𝑙 , 𝑖 = 1, . . . , 𝑁 , (5)

where index 𝑙 spans over the 𝑛 bit positions of the string. The
expectation value for truly random sequences is 50%. After
running the uniformity test, the mean uniformity found for the
proposed PUF is 𝜇(𝑈𝑃𝑈𝐹 ) =

∑𝑁
𝑖=1 𝑈𝑖/𝑁 = 51.2%, with a

standard deviation 𝜎(𝑈𝑃𝑈𝐹 ) = 12.4% (Fig. 5). The relatively
high standard deviation is coherent with the limited amount
of tested PUFs.

Uniqueness (𝐻) represents the ability of a PUF to uniquely
distinguish a particular chip among a group of chips given
the same challenge. Uniqueness is calculated by means of the
Hamming distance ℋ𝒟 of the responses 𝑟𝑝𝑖 and 𝑟𝑞𝑗 to the same

Fig. 3. Flowchart or the proposed PUF (“s-h” stands for self-heating). The
dashed arrow indicates an optional event for the case of PUF reconfiguration.

Fig. 4. Graphical representation of the 300 16-bit sequences under test. Bright
and dark squares stand for ’0’ and ’1’ bits, respectively

challenge, of two strings belonging to chips 𝑝 and 𝑞, averaged
over 𝑘 chips (inter-chip Hamming distance):

𝐻 =
100

𝑘 (𝑘 − 1)

𝑘−1∑
𝑝=1

𝑘∑
𝑞=𝑝+1

ℋ𝒟(𝑟𝑝𝑖 , 𝑟
𝑞
𝑖 )

𝑛
. (6)

The theoretical expectation value is again 50%. In order to
perform this test we have grouped the 300 sequences of 𝑛 = 16
bits in 10 batches of 𝑘 = 30 chips each, using the address
of the unique string coded into each chip as the common
challenge. The uniqueness test provides results very close to
ideality, with mean value 𝜇(𝐻𝑃𝑈𝐹 ) = 49.7% and standard
deviation 𝜎(𝐻𝑃𝑈𝐹 ) = 1.5%.

Robustness (𝑅) assesses the efficiency of a PUF to re-
produce the response string under different conditions. It is
calculated by means of the Hamming distance of the response
to the same challenge in the same chip at different times,
temperatures or fluctuations of the reading voltage (intra-chip
Hamming distance):

𝑅 =
100

𝑚

𝑚∑
𝑖=1

ℋ𝒟(𝑟𝑖, 𝑟
′
𝑖)

𝑛
. (7)

The ideal value for robustness is 0%. On the basis of the
switching probability reported in [3], fluctuations up to 2.7 V
of the reading voltage do not influence at all the probability of
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TABLE I
RESULTS OF 8 TESTS FROM THE NIST STATISTICAL SUITE

Test name Failure rate Result

Frequency 1.00% PASS

Block Frequency 1.67% PASS

Cumulative Sums (forward) 1.00% PASS

Cumulative Sums (reverse) 1.00% PASS

Runs 0.67% PASS

Longest Run of 1’s 0.00% PASS

FFT 0.33% PASS

Approximate Entropy 0.33% PASS

Serial (P-value1) 1.33% PASS

Serial (P-value2) 0.00% PASS

Fig. 5. Distribution of the uniformity test run over 300 response strings.

switching, since the lower boundary of the switching windows
was determined to be about 3.2 V. Moreover, as already
mentioned before, the data-retention time at room temperature
in phase-change memories is larger than 10 years, which
makes the response very stable in time.

As far as operating temperatures are concerned, two aspects
deserve attention: the glass transition temperature of the mate-
rial, by which the phase change sets in, and the reduction of the
threshold voltage due to the activation energy of conduction.
They both limit the operating conditions for a given reading
voltage. Calculations show that the reduction of the threshold
voltage to values close to the reading voltage of the proposed
PUF requires operating temperatures near or above the glass
transition temperature [14]. Furthermore, the drift with time
of the resistance of the amorphous phase [15], [16] is not
an issue, since it enforces the stability of the high-resistance
state. On the basis of these considerations, we conclude that
the intra-chip Hamming distance is essentially 0%.

IV. CONCLUSIONS

The simulation of a small demonstrator for reconfigurable
PUFs has been carried out by means of the Random Network

Model using a crossbar memory array made of self-heating
memory cells and Ovonic selectors, taking care also of the
parasitic losses due to line resistance. The true stochasticity
of sequences of bits has successfully been checked by means
of the benchmarks proposed in the NIST statistical test suite.
The performances of the tested PUF have been tested in terms
of uniformity, uniqueness and robustness. For all the above
metrics, the envisaged implementation has been found close
to ideality.
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