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Abstract—The back-end scaling is increasing the 

interconnections parasitic elements. In this paper, we analyze 

the performance of advanced nodes back-end considering a first 

order evaluation layout. Parasitic elements are extracted and 

then SPICE simulations were done using compact models for 14, 

10, 7 and 5nm.  Finally, we present the simulation of possible 

candidates to increase BEOL performance, such air-gaps and 

3D sequential integration. 
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I.  INTRODUCTION 

 Moore’s scaling is roughly reducing transistor dimension 
by two each eighteen months. To keep the trend alive, new 
transistors architectures were introduced in the 28nm/22nm 
nodes; such as FD-SOI  and FinFET [1], [2] shown in Fig.1. 
Those new transistors were designed to overcome limitations 
of the traditional bulk devices, which suffers of leakage when 
the gate length is scaled too aggressively. The FD-SOI and 
FinFET (FF) have excellent performance characteristics, 
allowing a reduction in the supply voltage, decreasing the 
power consumption and were adopted by the industry as 
solution for scaling [3]. In 5nm node, the stacked gate all 
around is expected to be introduced, increasing further the 
gate electrostatic control. The back-end of the line (BEOL) 
has to follow the transistor shrink, or in the other words, the 
interconnections have to be scaled in the same ratio of the 

transistor. The BEOL scaling trend is shown in Table I as 
minimum metal pitch. The metal pitch is composed by the 
metal line width plus the dielectric width separating two 
conductors. As the node name no longer represents a featured 
dimension in the transistor, Table I data is illustrated in Fig.2 
showing the CPP x M1 pitch metric [4]–[10]. In this work, we 
simulate the BEOL for future nodes using a common setup 
layout, and then by parasitic extractions (PEX), we evaluate 
the BEOL impact in performance via SPICE simulations.  

TABLE I 
SCALING IN ADVANCED NODES 

Node CPP [nm] 
Metal Pitch 

[nm] 
Supply Voltage 

[V] 

14 90 64 0.8 

10 64  48 0.7 
7 46 36 0.64 

5 32 24 0.6 

 

 
Fig. 2. Contacted Poly Pitch versus Metal 1 pitch.  

 

II. SPICE MODEL ASSESMENT 

SPICE models have been developed to benchmark the 
technology nodes at circuit level. The 14nm model is based in 
the Leti-UTSOI2 [11], [12], which is already used in industrial 
environment. This model can be modified and used for 
benchmarking of FF and GAA. The GAA compact model is 
adapted from nanowire compact model for 7nm [13]. The 
models are calibrated using TCAD and experimental data. 
Some properties for the GAA model are deduced from 
previous published works, which includes wafer orientation 
and quantum effects. In this section, the technology 

 
Fig. 1. Artist conception of transistor architectures for advanced nodes. 
From left to right: FD-SOI, SOI-FinFET and Stacked Gate All Around.  
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performance is assessed using Ring Oscillators (ROs) in pre-
layout, meaning that FEOL parasitic elements are included. 
The transistor performance for each technology is illustrated 
in Fig.3. The gate electrostatic control is greatly improved due 
to the architecture geometry. The aggressive FinFET scaling 
on the 7nm degrades the electrostatic control compared to the 
10nm node due to fin width around 7nm. 

 

Fig. 3. Transistor DIBL and SS compared for different architectures. The 
electrostatic control increases for advanced transistor architectures. 

 

ROs performance are compared in Fig.4 for constant static 
power or constant dynamic power, using the chain delay 
versus the node CPP. A general trend of delay reduction of 
35% per node is observed in both cases, the delay reduces with 
the scaling, due to increased transistor performance. 
Regarding the FEOL capabilities, the scaling should not face 
problems to deliver performances by introducing new 
transistor architectures. 

 

Fig. 4. Pre-layout RO delay versus nodes for all architectures. Symbols are 

RO simulations, dashed line is the trend of +35% on speed per node. 

III. BACK-END SCALING 

The BEOL shrinking augments the connection resistance and 
capacitance for a given length, considering the same BEOL 
integration for different nodes. This problem is has a limited 
impact in the circuit performance, as the scaling reduces the 
transistor CPP, or the distance between gates. This translates 
in a short interconnection length; thus compensating, or even 

increasing the interconnection performance despite the 
increased normalized parasitic elements per length. A layout 
has been designed in a PDK as follows in Fig.5, in order to 
simulate interconnection parasitic elements. The back-end 
connects an inverter logic gate in a FO3 configuration. Metal 
0 is placed under the interconnection connected to supply 
source, as well M2 above connected to ground. Parallel to M1 
signal, two lines are connected to supply and ground 
respectively. The connection length is normalized to node 
CPP, as hundred times the CPP for typical interconnections 
and ten thousands the CPP for hypothetical critical cases. In 
real circuits, the 10KCPP connections would be done in less 
dense metal and have buffers to not degrade the delay timing. 
This condition is used to illustrate a case where the BEOL 
delay is dominant, and does not depend on the transistor 
capabilities. The metal width and spacing follows the Table I 
for each node, along with the metal thickness adjusted x0.7 of 
previous node. After the layout parasitic extraction, the circuit 
was simulated in SPICE for several nodes and the back-end 
delay evaluated as in Fig.6. 

 
Fig. 6. Back-end delay for at fixed current for node given voltage. In the 

top, 6(a) evaluation for a connection of 100 CPP in length.  In the bottom, 
6(b) same illustration for ten thousand CPP in length. 

 

In this simulation, all the cases use the same fixed current for 
the node given voltage, hence only the BEOL performance is 
evaluated. With the same BEOL composition (Cu/ULK), a 
trend reversal is observed in the 5nm node. Due to BEOL 
geometries, the interconnection length reduction is not 
anymore enough to compensate the parasitic elements. In 
Fig.7 the same netlist with the parasitic extraction is used, and 

 

Fig. 5. Layout for delay benchmarking. M2 in green, M1 in dark blue and 

M0 in cyan. The connection under evaluation is highlighted in reddish. 
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simulated using SPICE compact models for FD-SOI, FinFET 
and GAA. The total delay illustrated being composed by 
transistor delay and BEOL delay. For 100CPP the BEOL 
delay represents approximately 60% of the total delay. In 
Fig.7a, the delay reduction still occurs for the transition from 
7nm to 5nm node. This outcome is explained by the 5nm 
transistor better current drive, compensating the degraded 
BEOL delay described in Fig.6. However, for very long wires, 
in the range of 10K CPP, the BEOL delay is dominant as seen 
in Fig.7b; and for 5nm, the performance is extremely 
impacted, confirming the results from Fig.6. As the BEOL 
performance does not scale from 7nm to 5nm, some solutions 
process solutions can be employed. An additional case for 
5nm BEOL was extracted; employing air-gaps in the M1/M2, 
which are already implemented in upper metal levels of 
devices in mass production [4]. The air-gaps are implemented 
in the PEX files, simulating a relative permittivity (ɛr=2.2) for 
M1/M2 dielectrics. For 100CPP, the benefits are minimal, 
nonetheless a major improvement is seen for very long 
connections in 5nm, placing the node back in the general trend 
of Fig.7b. 

The simulations done in Fig.7 consider the metal resistivity 
(ρ) of 4µΩ.cm for all nodes. Nonetheless, copper wire 
resistivity for minimum width increases in each node due to 
electron surface scattering and grain-boundary scattering. As 
the dimensions scale down, the metal widths are in the order 
of electron mean-free path, augmenting those effects and 
increasing the resistivity [7]. The setup was redone, at this 
time, considering the resistivity increase for advanced nodes. 

The cooper resistivity is extracted from the evaluations of 
[15]. For example, the minimum metal width in 7nm node has 
a resistivity of 5.5µΩ.cm, while in the 5nm node 8µΩ.cm. The 
simulations are illustrated in Fig.8. 

 
Fig. 8.  Total delay considering previous layout setup and using SPICE 

compact model for each node and adjusted metal resistivity. 8(a) 
evaluation for a connection of 100 CPP in length while 8(b) for ten 

thousand CPP in length. 

 

The general trend for previous simulation of 100CPP average 
interconnection length is still conserved. The increased 
resistivity in 7nm and 5nm nodes are compensated by the 
transistor performance. However, for the hypothetical case of 
very long wires, where the BEOL delay is dominant, the 5nm 
BEOL is performance impacting. This can result in more 
buffers used to transmit the signal through long wires or 
critical paths in real circuits, in order to avoid the BEOL 
parasitic elements. 

IV. 3DVLSI AS BEOL SCALING ALTERNATIVE 

Another possible way of BEOL scaling, is the use of 3D 
sequential integration. In this integration, the circuits are 
positioned in different levels, namely tiers. The CoolCubeTM 
has been developed with 3D VLSI logic circuits in mind [16], 
[17]. A presence of an intermediate back-end level (iBEOL) 
is necessary to increase the routability for dense circuits. The 
great advantage of this process is the high-alignment between 
tiers enabling 3D contact vias between tiers (3DCO) with a 
small size and pitch, as illustrated in Fig.9 for 14nm BEOL 
rules. As the 3DCO have similar size to M1 vias, the area 

  

 
Fig. 7.  Total delay considering previous layout setup and using SPICE 

compact model for each node. 7(a) evaluation for a connection of 100 

CPP in length while 7(b) for ten thousand CPP in length. 
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overhead is minimal compared to Through Silicon Vias (TSV) 
3D parallel integration. The number of iBEOL layers in each 
tier is an input from designer, and mainly represents the  

 
Fig. 9. On the left, 9(a) A schematic for a 3D sequential integration 

featuring two-tiers. On the left 9(b), the top view of 3D sequential vias 
(3DCO) with typical dimensions for 14nm design rules. 

 

tradeoff between routability and the cost. The main goal of 
3DVLSI is to allow an optimization at routing level, using the 
stacking of transistor to make them closer physically. This 
approach reduces the interconnections wirelength, thus the 
circuit performance can be increased. In Fig.10 a simulation 
compares the delay of 1K and 100 CPP in 5nm BEOL with  

 
Fig. 10. Comparison of BEOL delay in 5nm node with air-gap. The 3D 

sequential integration 3D via (3DCO) is shown as an alternative to 2D 

BEOL scaling.  
 

 

air-gaps to the delay of ten 3D contacts. The delay impact 
from 3DCOs connecting different tiers is negligible. Thus, the 
3D sequential integration is ideal for dense logic circuits 
requiring routing through the tiers. Here, it is shown that if no 
technological solution is found for BEOL scaling in advanced 
nodes, such air-gaps in M1/M2, the 3D sequential integration 
can be a suitable candidate, as expanding to the Z direction 
can further reduce the BEOL delay. 

V.  CONCLUSION 

In this paper, simulations using parasitic extracted layout are 

done for several advanced nodes. Then compact models are 

employed, and SPICE simulations revels a back-end 

limitation for the 5nm for very long wires. Finally, we show 

that if no technological solution is found to increase 

interconnect performance, 3D sequential integration is a key 

contender, avoiding BEOL limitations in advanced nodes. 
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