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Computing is changing. Over the past six decades, the 
semiconductor industry has been immensely successful in 
providing exponentially increasing computational complexity 
at an ever-reducing cost and energy footprint. This incessant 
march has been supported by a set of well-defined abstraction 
layers, starting from robust switching devices that support a 
deterministic Boolean algebra to a scalable and stored program 
architecture, which is Turing complete, and hence capable of 
tackling a wide variety of computational challenge. 
Unfortunately this abstraction chain is being challenged as 
scaling continues to nanometer dimensions and also by exciting 
new applications that must support a myriad of new data types. 
Maintaining a deterministic model ultimately puts a lower 
bound on the amount of energy scaling that can be obtained, set 
in place by fundamental physics that governs the operation and 
also by the variability and reliability of the underlying 
nanoscale devices [1,2].   

At the same time, it is clear that the nature of computing 
itself is evolving rapidly. For a vast number of applications, 
cognitive functions such as classification, recognition, 
synthesis, decision-making and learning are gaining rapid 
importance in a world that is infused with sensing modalities 
and in need of efficient information-extraction. This is in sharp 
contrast to the past when the central objective of computing 
was to perform calculations on numbers and produce results 
with extreme numerical accuracy. Indeed, the recent success of 
Deep Learning networks - based on the artificial neural nets 
(ANNs) of the past - is finding ever expanding applications 
from speech and image recognition to predicting the effects of 
mutations in non-coding DNA on gene expression and disease 
[3-10]. Recently the AlphaGo program developed by Google 
DeepMind has convincingly beaten a professional human 
player [11].   

While these success stories allude to an intriguing future for 
Learning Machines, the reality is that each of these programs 
needs a large cluster of digital computers to run several days to 
train and be able to perform the required computation. In doing 
so, they also dissipate gigantic amounts of energy. Thus the 
combination of the digital computer and deep learning 
algorithms, while very important as proof of the concept, is 
neither realistic nor scalable for broad societal adoption. To 
realize the full potential of the learning machines significant 
advances are essential in every aspect of the computing 
hierarchy.   

Conventional deep learning algorithms require brute force 
training of billions of weights in repetitive iterations at every 
layer of a several-layer stack. As a result learning is slow and 
every change of weight, that involves changing the value of a 
state variable, expends energy. Shuttling data through the 
networks is also power hungry. Currently there are no 
guarantees regarding the optimality or efficiency of operations 
in these networks. It is therefore essential that new algorithms 
be found, which are capable of ‘online’ or one-shot learning, 
and for which there exists computational theories that bound 
the resource usage and complexity for a given task. At the 
same time, significant technological advances are required to 
create new physical devices, that will form the building blocks 
of future learning machines, so that the operating voltage can 
be substantially lowered. These devices must be integrated and 
organized to create efficient architectures that are tuned to the 
intricacies of the corresponding learning algorithms to achieve 
optimum energy usage.   

Recently, with the support of National Science Foundation 
(NSF) and Semiconductor Research Corporation (SRC), we, a 
group of PIs from UC Berkeley and Stanford University, have 
embarked on a project, ENIGMA, that is exploring a new 
computational model called the Hyper Dimensional (HD) 
Computing [12-14].  In this formalism, information is 
represented in ultra high dimensional vectors. Such vectors can 
then be mathematically manipulated to not only classify but 
also to bind, associate and perform other types of cognitive 
operations in a straightforward manner. In addition, these 
mathematical operations also ensure that the resulting hyper 
vector is unique and thus the learning is one shot. Thus HD 
computing can substantially reduce the number of operations 
needed by conventional deep learning algorithms, thereby 
providing tremendous energy savings. In this talk, I shall give a 
brief overview of the computational model and also how 
potential hardware implementation of such a model can be 
achieved.  
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