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Abstract— Soft-errors are one of the most important 
reliability issues in logic and memory circuits. Proper estimation 
of soft-error-rate (SER) is important for error mitigation and 
SER robust circuit design. This paper presents a physical charge 
collection model for accurate simulation/prediction of SER in 
FinFETs. The modeling is scalable and includes the effect of 
variation of FinFET process and layout parameters.  
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I.  INTRODUCTION  

Soft-errors are basically temporary errors in stored or 
transmitted data in a device/circuit due to ionization caused by 
charged particles emitted from the radioactive traces in the 
BEOL/packaging or Cosmic rays [1-5]. Although ionization is 
only possible by the charged particles, neutrons (from cosmic 
rays) also cause SER as they induce the nuclear reactions 
which generate the secondary charged particles [6-7] .The 
ionization produces a cylindrical track of electron-hole pairs 
[8], these e-h pairs are absorbed by the junctions by drift-
diffusion process [9]. Charge-carriers near to the junction are 
affected by drift process, while the ones far away from 
junction diffuse slowly before getting recombined. The 
corresponding ionization current at a sensitive node charges or 
discharges the node capacitance, thus affecting the node 
voltage. Fig.1 depicts the ionization due to particle-strike.  

 

 
Fig. 1 Ionization and soft-error due to particle strike 

 

One of the main criterions of SER is that the ionization 
charge collected by a sensitive node (Qcol) is higher than the 
charge required for changing the state of that node; also 
known as critical charge (Qcrit) [10]; the collected and critical 
charges are basically given as: 
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where i(t) is the ionization current, id(t) is the drain current,  
Cnode is the node capacitance, and ∆V is minimum voltage 
change required to change the state of the node. The total 
number of errors in a circuit with m sensitive node and n 
particle strikes can be given as: 
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where H denotes the Heaviside step function, Qcritj is the 
critical charge of jth node and Qcolji is charge collected by the 
jth node at ith strike.  
 

The critical charge is calculated using SPICE simulations. 
The collected charge is estimated using extensive TCAD 
simulations [11]. However, particle-strike TCAD simulations 
are computationally very expensive, and it’s not feasible to 
run these simulations for all the scenarios. In this paper we 
present a physical model of charge collection (Qcol) by a 
sensitive node in FinFET based circuits. The model captures 
the effect of variation of device dimension and particle strike 
location on collected charge; and it eliminates the need of 
computationally expensive TCAD simulations to predict SER 
in FinFETs 

II. CHARGE COLLECTION MODLEING 

3D TCAD simulations were performed to understand the 
charge collection process in FinFETs. Fig.2 shows the 
simulated TCAD device along with different components of 
ionization current. The simulations show that in FinFETs 
majority of collected charge comes from the ionization in the 
Fin/active region. The ionized charge in the well region 
diffuses away and only negligible portion is collected by the 
device – far less to cause any upset. However, in bulk devices 
the charge ionized in the well region is collected through slow 
diffusion process [12]. Fig.3 depicts the charge collection 
difference in FinFETs and bulk devices. 

 

Ionization current 
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Fig. 2 Simulated TCAD device and ionization current components 
 

 
 
Fig. 3 Charge collection process 
 

To model the charge-collection by a sensitive node, we 
consider a generic FinFET device with channel length=L, 
source/drain extension length=LSD, Fin thickness=TFIN, Fin 
height=HFIN, Under-Fin diffusion height=HDIFF, Fin pitch=Fp, 
number of fingers=NF, and number of Fins=NFIN. The particle 
strike is assumed to be at distance (dx, dy, dz) away from the 
sensitive node (see Fig.4). Here dx is along the device channel 
length, dy is along Fin thickness, and dz is along Fin height.  
The particle strike is assumed to be normal to the FinFET 
plane (θ=0), however the modeling methodology can be 
extended to cases of θ≠0.  For the model derivation, we 
assume a Gaussian radial distribution of ionized charge. The 
charge density in this case is given as: 
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where R is the characteristic radius of the distribution, and 
LET(z) is the linear energy transfer of the ion. The total charge 
deposited in the Fin/Active region is given as: 
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Fig. 4 Particle strike in the device 
 

where zo (total distance travelled by particle in the Fin region) 

≤HFIN+HDIF, and Ep is the energy required to create one 
electron-hole pair=3.6eV.  Since zo is much smaller than the 
average range of a particle, LET can be assumed as constant 
over z, and Qdep is simplified as: 
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where z1, z2 are the distances travelled in the Fin and active 
regions. For a particle strike at distance dz below the sensitive 
node, z1 and z2 are given as: 
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 and F1, F2, F3 are given as: 
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The above equation models the total charge collected by the 
Fin region. However, a part of this charge is absorbed by the 
source; depending upon the location of strike, ion-track radius 
and drain bias (Vdd). For SER calculation, only the charge 
collected by the drain node is important. This is modeled by 
subtracting the charge ionized at the source junction from (6). 
The charge absorbed by the source junction is modeled by 
calculating F1 for the source side; given as: 
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The final equation for charge collected by drain, including 

drain bias dependency is given as: 

HFIN 

HDIFF 
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where β is an empirical parameter extracted from TCAD. 

III. RESULTS AND DISCUSSIONS 

Fig. 5 shows the comparison of model and 3D TCAD 
(Sentaurus-device) simulations for the collected charge 
variation with the ion-track radius. For large ion-track radius, 
most of the ionized charge is deposited outside the Fin region 
and thus the collected charge reduces substantially. Figures 6 
and 7 show the comparison of model and TCAD simulations 
for the variation of collected charge with the location of strike,  
along the channel length (dx), and the Fin thickness (dy),. As 
evident from the figures, the collected charge due to particle 
strike significantly drops once the strike is outside the Fin 
region 

 

 
 

Fig. 5. Variation of collected charge with ion-track radius 

 

 
Fig. 6. Comparison of model and TCAD simulations for variation of charge 
along the channel length direction 
 

The above analysis does not include the bipolar effect [13-14]. 
The bipolar effect is basically amplification in the collected 

charge due to increase in channel potential (barrier lowering) 
caused by temporary charge storage in the channel [15].  
 

 
 
Fig. 7. Comparison of model and TCAD simulations for variation of charge 
along Fin thickness direction 
 

The barrier lowering results in additional charge flow from the 
source to drain and thus increases the total collected charge by 
the drain node. Bipolar effect is more pronounced in case of 
heavy-ion strikes. The barrier lowering can be modeled by 
solving the Poisson’s equation, given as: 
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where first term in RHS represents the ionized charge-carrier 
density and second term represents additional charge-carrier 
density due to band bending. Complete analytical solution of 
(11) is rather involved, but a simplified solution of potential 
and corresponding charge density by neglecting the second 
term (assuming small potential change) and constant Ndep is 
given as: 
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The additional leakage current can be approximated as: 
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where T(t) is the time dependent Gaussian function [8]. The 
additional charge due to bipolar effect is approximated as: 
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where the parameter, λ1=qNdep/2ε, and parameter, λ2 depends 
upon device dimensions and Temporal function T(t) – it can 
be estimated from TCAD simulations. As (14) indicates, the 
additional bipolar charge is function of Ndep (and thus LET), 
TFIN, and Vdd. Heavy ions – with higher LET – result in higher 
bipolar effect. Also, this effect is more pronounced in thick-
Fin devices compared to thin-Fin devices.  
 

IV. CONCLUSION 

We have developed an accurate, physical, charge-
collection model for SER prediction in FinFETs. The model 
includes the effect of variation of device dimensions and 
particle-strike location. The model shows good agreement 
with 3D TCAD simulations from Sentaurus device simulator. 
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