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Abstract—A new multi-subband interface roughness scattering
model is incorporated into a 3D Finite Element ensemble Monte
Carlo simulator with 2D Schrödinger equation based quantum
corrections. The model takes advantage of wavefunctions and
energy levels obtained in solutions of Schrödinger equation on
2D slices across the channel to calculate the respective form
factors. The new 3D simulation toolbox is then used to predict
the performance of SOI Si FinFETs with 10.7 nm gate length
and two cross-sections: rectangular-like (REC) and triangular-
like (TRI). We found that the multi-subband IRS is much stronger
at large electron kinetic energies resulting in a drive current of
600 mA/µm2 for the REC shaped channel and of 491 mA/µm2

for the TRI channel.

I. INTRODUCTION

Multi-gate controlled non-planar transistors like FinFETs [1]
benefit from low OFF-current, large ON-current and excellent
control of the short-channel effects thanks to the superior
electrostatic integrity. FinFET devices are already in high-
volume production by Intel [2] and also strong contenders to
be the leading solutions beyond the sub-14 nm technology.
In this scaled process, interface roughness scattering (IRS)
is considered to be one of the key limiting factors to carrier
transport [3], [4] because fabrication of multi-gate nanoscaled
devices is harder to control [5].

In the current work the development of a new multi-subband
IRS model that uses wavefunctions and energy levels from
our 3D finite element (FE) Monte Carlo (MC) toolbox [6] with
2D FE Schrödinger equation quantum corrections (SEQC) [7].
The wavefunctions and energy levels are used to calculate
form factors entering the multi-subband scattering rate adapted
to the FE mesh. The new multi-subband IRS model within
the 3D FE MC is then applied to 10.7 nm gate length SOI
FinFETs with rectangular-like (Fig. 1(a)) and triangular-like
(Fig. 1(b)) [8] cross-sections taking full advantage of the
accurate description of their 3D geometry [9] by the FE method
and compared with a basic 3D Ando model.

II. METHOD

In a previous work [6], a 3D FE MC simulation toolbox with
density gradient (DG) quantum corrections demonstrated an
excellent agreement with experimental results of the 25 nm
gate length SOI FinFET [10]. Since the DG approach requires

S
O

U
R

C
E G

ATE

BOX

H
ig

h
-k

d
ie

le
c
tr

ic

1
5
 n

m

5.8 nm
10.7 nm

(a)

S
O

U
R

C
E

G
ATE

H
ig

h
-k

d
ie

le
c
tr

ic

10.7 nm
BOX

5.8 nm

1
7

.6
7
 n

m

(b)

Fig. 1. Schematic of the simulated Si SOI FinFETs with (a) rectangular-
like (REC) and (b) triangular-like (TRI) cross-sections. Both devices have
Gaussian doping with σ of 3.45 nm in the transport direction and an effective
oxide thickness (EOT) of 0.62 nm. The perimeter of both devices is kept at
35.8 nm and the area of the channel is 87 and 57 nm2 for the REC and the
TRI, respectively.

calibration of its parameters against a quantum-mechanical
simulation the toolbox has been replaced by the 2D FE
(time-independent) SEQC [7] to predict transistor performance
when in deep nanoscaled region [11]. A 3D FE mesh of the
device in the 3D MC toolbox accommodates 2D FE planes
perpendicular to the transport direction [7]. The extracted 2D
potential V (y, z) from the 3D electrostatic potential V (r) is
used to solve 2D Schrödinger equation at every time step. The
eigenstates of the Schrödinger equation are used to calculate
the 2D quantum density. The quantum density is then inter-
polated onto the 3D simulation domain to obtain the quantum
corrected potential which, in turn, is used to move particles.
During the MC simulation the following scattering processes
are taken into account, the acoustic phonon scattering, non-
polar optical phonon scattering (g, f -processes) [12], ionized
impurity scattering using the third body exclusion model by
Ridley [13] and interface roughness scattering using Ando’s
model as described in [14]. More details on the 3D FE MC
toolbox can be found in Refs. [6] [7] [15].

A. Interface Roughness Model

The IRS model requires a power spectrum of the interface
roughness that is commonly described with Gaussian or expo-
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nential forms [16]. The latter has been chosen as suggested in
Ref. [17] and the matrix element for Ando is represented as:

Γ(k) =
m∗e4

h̄3ǫ2S

∆2
RMSΛ

2E2
⊥√

1 + k2Λ2
E

(
kΛ

√
1 + k2Λ2

)
, (1)

where E⊥ is the transverse electric field, E is the complete
elliptic integral of the first kind, ∆RMS is the RMS height
of the interface roughness and Λ is the correlation length.
The value for the ∆RMS is 0.57 nm, taken from experimental
data [18] and Λ is 1.7 nm [17].

In the current work we have incorporated the multi-subband
IRS model that is based on a 2D formulation of the extended
Prange & Nee (EPN) scattering model for arbitrary paths [5].
The calculation of the scattering rate is carried out for all 2D
planes (21) used by the 2D SEQC as illustrated in Fig. 2.
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Fig. 2. One of the slices for the 2D Schrödinger solver is shown with the finite
element mesh. Scheme of the rectangular-like FinFET with the 2D interface
slices along the transport direction (x-axis) and the Gaussian doping profile.

In order to calculate the scattering matrix the wavefunctions
are extracted for all the eigenstates along the interface and then
unfolded onto an equidistant grid that allows to calculate the
form factors as (Fig. 3):

fn,n′(s) = ψ∗

n,kψn′,k′∆V, (2)

where n, n′ are the initial and final energy levels, respectively,
∆V is the potential barrier between Si channel and high-κ
dielectric.
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Fig. 3. The form factors fn,n′ (s) for the initial state n = 1 and the final
states n′ = 1, 2, 3 are shown at VD = 0.05 V and VG = 0.0 V for the
rectangular FinFET.

As aforementioned a power spectrum of the interface rough-
ness is characterized by the exponential form. This spectrum
is a Fourier transform of the random interface between the

channel and the dielectric. Therefore a fast Fourier transform
has to be applied to the form factors to calculate the spectral
form functions, Fn,n′(q⊥) (Fig. 4).
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Fig. 4. A fast Fourier transformation of fn,n′ (s) for the initial state n = 1
and the final states n′ = 1, 2, 3 using the 10th degree regression are shown
at VD = 0.05 V and VG = 0.0 V for the rectangular FinFET.

Finally the scattering rate from the initial state n to the final
state n′ is calculated as:

1

τn,n′(E)
=

1

2h̄

∫

R

|Fn,n′(q⊥)|
2 C(q) dq⊥ g1D,n′(E) A (3)

where g1D,n′ is the 1D density of states (DOS), A is the area
of the channel and C(q) is the exponential power spectrum,

where q =
√
q2
||
+ q2

⊥
, illustrated in Fig. 5.
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Fig. 5. Exponential power spectrum of surface roughness. The inset shows
the q

||
values. In both cases the initial state is 1 and the final state is 2 at

VD = 0.05 V and VG = 0.0 V for the rectangular FinFET. Symbols are not
shown for all data points.

The MC simulation was split to three stages, we run a
pre-simulation using the 3D Ando model followed by the
calculation of the maximum IRS rate and finally the simulation
with the multi-subband EPN model until the steady state is
reached. The instantaneous IRS rate, depending on the actual
potential distribution in the device, is calculated to perform a
rejection technique. The instantaneous IRS rate at the particle
location is interpolated from the nearest slice and assumes
an exponential decay of the roughness potential strength as
a function of distance from the interface [3]. Fig. 6 shows the
maximum scattering rate when the drain bias is 0.7 V and the
gate bias is 0.9 V for both IRS model. For the multi-subband
EPN model, the scattering has a maximum at the subband
positions as expected. Note that the Ando model gives a higher
probability of scattering below 0.15 eV and 0.05 eV for the
REC and TRI, respectively, while at a larger energy the trend
is opposite.

378



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Energy [eV]
1×10

11

1×10
12

1×10
13

1×10
14

1×10
15

1×10
16

S
c
a
tt
e
ri
n
g
 R

a
te

 [
s

-1
] Ando

EPN REC
EPN TRI

Fig. 6. Interface roughness scattering rates (maxima) from 3D (Ando)
compared to multi-subband extended Prange & Nee (EPN) models. The EPN
is for the 20 lowest electron subbands of the rectangular-like (REC) and
triangular-like (TRI) devices at VD = 0.7 V and VG = 0.9 V showed
only up to 1 eV but calculated up to 3 eV. Symbols are not shown for all data
points.

III. RESULTS

The new IRS model incorporated into the 3D SEQC FE MC
toolbox and then applied to investigate n-channel SOI FinFETs
with a gate length of 10.7 nm and a 〈100〉 channel orienta-
tion designed following the ITRS guidelines [19]. We study
two cross-sections, rectangular-like (REC) and triangular-like
(TRI), to demonstrate a versatility of new 3D tool for realistic
nanoscale device geometry. Figs. 7 and 8 show ID-VG charac-
teristics, with the current normalized-to-area, for the two cross-
sections comparing the IRS models at low (VD = 0.05 V) and
high (VD = 0.7 V) drain biases, respectively. At low drain
bias, the current is overestimated by the Ando model as the
gate voltage increases above 0.4 V for the REC shaped channel
by about 8% while for the TRI it is about 37%. At high drain
bias, the difference between the two IRS models increases to
25% and 44%, respectively. In short, the difference between the
3D Ando model and the multi-subband EPN is more significant
for the TRI device.
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Fig. 7. ID-VG characteristics at VD = 0.05 V using a normalised-to-area
current for the rectangular-like (REC) and triangular-like (TRI) FinFETs with
gate lengths of 10.7 nm comparing the 3D interface roughness model (Ando)
with the multi-subband model (EPN).

Table I lists the current at VG-VT = 0.7V and subthreshold
slope (SS) from drift-diffusion (DD) simulations. Note that a
better SS in the TRI FinFETs is thanks to a better control of
the gate over the channel transport due to stronger confinement
and that DIBL obtained from MC is larger than DD since it

0 0.2 0.4 0.6 0.8

Gate Voltage [V]
1×10

-2

1×10
-1

1×10
0

1×10
1

1×10
2

1×10
3

D
ra

in
 C

u
rr

e
n

t 
[m

A
/µ

m
2
]

REC Ando
REC EPN
TRI Ando
TRI EPN

0

200

400

600

800

1000

V
D
 = 0.7 V

Fig. 8. ID-VG characteristics at VD = 0.7 V using a normalised-to-area
current for the rectangular-like (REC) and triangular-like (TRI) FinFETs with
gate lengths of 10.7 nm comparing the 3D interface roughness model (Ando)
with the multi-subband model (EPN).

accounts for quantum capacitance [11].

TABLE I. SS FOR DRAIN BIASES OF 0.05 V (LOW) AND 0.7 V
(HIGH) FROM THE DD, DIBL FROM DD AND FROM MC, AND DRIVE

CURRENTS FOR NORMALIZED-TO-AREA FOR 3D (ANDO) AND

MULTI-SUBBAND (EPN) INTERFACE ROUGHNESS MODELS.

Cross-section Rectangular-like Triangular-like
Model Ando EPN Ando EPN

SSLOW
DD

[mV/dec] 70 66

SSHIGH
DD

[mV/dec] 71 66
DIBLDD [mV/V] 56 34
DIBLMC [mV/V] 66 68 64 65

ILOW
MC

[mA/µm2] 175 161 161 102

IHIGH
MC

[mA/µm2] 796 600 885 491

Fig. 9 show the monitoring of an average scattering rate
versus the electron kinetic energy for the REC and the TRI
shaped FinFETs. The average scattering rate Γaver(E) has been
calculated as:

Γaver(E) =
nscat(E)

npartτsim
(4)

where nscat(E) is the number of scattering events at initial
kinetic energy E, npart is the number of particles in the
simulation, and τsim is the monitored simulation time. Fig. 9(a)
compares the two IRS models at a low drain bias showing that
the difference in the current comes from the underestimation of
the IRS at higher energies. This becomes even more significant
for the TRI [Fig. 9(b)] device and becomes even more visible
at a high drain bias in Fig. 9(c) for REC and Fig. 9(d) for TRI
transistors, respectively.

Finally, Fig. 10 shows the electron density profile for the two
cross-sections in the middle of the gate at the corresponding
overdrive bias for the (a) REC and (b) TRI shape transistors,
respectively. Both devices exhibit volume inversion but the
density is separated to upper and lower streams in the case
of the REC shape. The density profile for the TRI device has
a maximum near the upper narrow part of the channel which
can be explained by the narrow channel and by vicinity to the
gate when compared to the REC one (see Fig. 1).

IV. CONCLUSION

We have successfully incorporated a new multi-subband EPN
model into the 3D FE MC simulation toolbox with 2D
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Fig. 9. Average scattering rate compared for 3D (Ando) and multi-subband (EPN) models. The biases are VD = 0.05 V for the (a) rectangular-like (REC)
and (b) triangular-like (TRI) and VD = 0.7 V for (c) REC and (d) TRI devices at VG-VT = 0.7V .
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Fig. 10. Electron density in the middle of the gate of the (a) rectangular-like
and (b) triangular-like devices at VG-VT = 0.7 V .

Schrödinger equation based quantum corrections. The new
toolbox used to investigate the effect of the IRS models on
the 10.7 nm gate length Si SOI FinFETs for two realistic
cross-sections, rectangular-like and triangular-like at both low
(0.05 V) and high (0.7 V) drain biases. We have observed
that the multi-subband EPN IRS is stronger than the 3D Ando
IRS at a large electron kinetic energy (from above 0.06 eV in
the simulations of 10.7 nm gate length Si SOI TRI FinFETs).
The 3D MC simulations which use the multi-subband EPN
model predict a drive current of 161 mA/µm2 for the REC
shaped channel and of 104 mA/µm2 for the TRI one at a
low drain bias of 0.05 V. This is about 8% and 37% smaller,
respectively, when compared to the results obtained using the
3D Ando model. At a high drain bias of 0.7 V, the predicted
drive currents are 600 mA/µm2 (REC) and 491 mA/µm2

(TRI), smaller by about 25% and 44%, respectively. The multi-
subband EPN IRS plays naturally a more significant role in
the TRI device due to stronger confinement of carriers in the
channel confirming that the IRS is essential for meaningful
modelling of carrier transport in nanocale multi-gate transis-
tors.
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