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Abstract—We present a numerical drift-diffusion model of 
electronic-ionic transport combined with a Schottky contact 
barrier model to study resistive switching phenomena in ReRAM 
devices. Capturing the transition between Schottky and ohmic 
contact resistances upon temperature-accelerated ion migration, 
our model correctly describes the quasi-static I–V switching 
characteristics as well as dynamic set and reset events. It is 
shown to account for a transition between bipolar resistive 
switching and complementary switching when reducing the 
asymmetry between the contact barriers. Further, it is used to 
characterize the abrupt and gradual behavior of the set and the 
reset process, respectively. 

Keywords—ReRAM, Schottky contact, ion migration, 
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I. INTRODUCTION 
Redox-based random access memory (ReRAM) based on 

transition metal oxides is considered a promising candidate to 
replace existing memory technologies due to superior 
scalability and performance [1]. Yet, key challenges to be 
overcome for ReRAM in order to become a viable commercial 
technology are a profound understanding of the governing 
physical mechanisms and the development of reliable dynamic 
simulation models. ReRAM cells consist of simple metal-
insulator-metal (MIM) structures whose resistance can be 
switched between different states by electrical stimulation. The 
switching process as well as the initial electroforming process 
in transition-metal-oxide-based devices are widely assumed to 
rely on temperature- and field-activated oxygen-vacancy 
migration and related redox reactions [1]. So far, only few 
physics-based numerical models involving temperature- and 
field-driven ion migration have been employed to study 
dynamic events such as set and reset transitions or 
complementary switching (CS) [2-5]. Though changes in the 
electronic barrier at the electrode-oxide junction are frequently 
suggested to be substantial to the switching and the 
electroforming process [6], the effect of an interface contact 
potential is not included in these approaches. 

We present a numerical drift-diffusion model of coupled 
electronic-ionic transport that accounts for current conduction 
across the electrode-oxide boundaries via electron tunneling 

and thermionic emission. This treatment of the electron current 
across the interface enables a unified simulation of Schottky 
and ohmic contacts [7], thus accounting for the transition 
between both upon ion migration and related barrier 
modification. In this study, the capability of the model to 
describe the transition between bipolar and complementary 
resistive switching as well as the set and reset transition is 
evaluated. 

II. SIMULATION MODEL 

A. Model equations 
We consider a one-dimensional representation of the MIM 

device consisting of a donor-doped oxide layer (donor 
concentration NVO) confined by electrodes at x = 0 and x = L. 
Neglecting the minority carriers and assuming that the donors 
are twofold ionizable, the Poisson equation reads 

( ) ( )+ 2+
VO VO0 r 2 .e n N Ne e ψ∇ ∇ = − − −  (1) 

It is solved self-consistently with the steady-state drift-
diffusion equation for electrons 
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in an inner loop. In (1) and (2), e0 is the free-space permittivity, 
er is the relative permittivity of the oxide, ψ  is the potential, n 
is the electron concentration, +

VON  ( 2+
VON ) is the concentration of 

the singly (doubly) ionized donors, µn is the electron mobility 
and Dn is the electron diffusion coefficient. The term on the 
right-hand-side of (2) describes a local generation/recombina-
tion rate due to electron tunneling through the contact potential 
barriers with jn,tunnel being the tunneling current density. The 
positive sign and negative sign corresponds to carrier creation 
behind and carrier annihilation in front of the barrier, 
respectively. With the new potential values, the time-dependent 
drift-diffusion equation for the doubly ionized dopants 
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is solved using an implicit time-stepping scheme. As a 
boundary condition for (3), the ionic current across the contacts 
is assumed to vanish. For the same time step, the rate equations 
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are solved to obtain the concentrations of the singly ionized 
and neutral dopants. In the above equations, µVO is the donor 
mobility, DVO is the donor diffusion coefficient, and RVO,2, 
RVO,1 and RVO,0 represent the recombination rates that are 
derived from the laws of mass action for the ionization 
reactions along with the dopant ionization statistics [8]. The 
mobility and diffusion coefficient in (2) and (3) are assumed to 
be related to each other by the Einstein relation. Further, the 
donor diffusion is assumed to be temperature-activated obeying 
an Arrhenius law 

2
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H ND D
k T N

+ D 
= − −     
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Here, kB is the Boltzmann constant, D0 is the diffusion-
coefficient prefactor, DHD,VO is the activation enthalpy for 
diffusion, and NVO,max is the maximum possible donor 
concentration in the oxide layer. The temperature in the 
structure is taken to be uniform. It is estimated using the 
filament’s thermal resistance with an equivalent thermal 
conductivity value κ of the filament in one-dimensional 
approximation, yielding 

mean device300 K + ,
8
L

T j V
κ

=  (7) 

where jmean describes the mean value of the current density in 
the insulating layer (including electronic and ionic current 
contributions) and Vdevice is the voltage drop across the layer. 

B. Schottky contact barrier model 
The electron current across the metal–insulator contacts is 

modelled in terms of a thermionic emission contribution and a 
tunneling contribution. The first is calculated as a current 
boundary condition at xi = {0, L} according to 

( ) ( )
( )C

*

TE supply
B

,
i

i x x
E x

A T
j x N E dE

k

∞

= ∫  (8) 

while the latter is calculated as  
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and implemented as a local rate in the recombination term of 
the drift-diffusion equation (2) as outlined in [7, 9]. In (8) and 
(9), A* denotes the Richardson constant, Nsupply(Ex) the supply 
function that describes the supply with carriers and is derived 
by integration of the occupancy function on both sides of the 
barrier, and (Ex) is the transmission coefficient that is 

calculated using the WKB approximation. The integration is 
performed over all energies from the conduction band edge EC 
onwards for the thermionic emission contribution, and over the 
local energy difference across the control volume of the 
discretized domain for the tunneling contribution. Image-force 
induced barrier lowering is accounted for in the boundary 
conditions for the Poisson equation (1), which are expressed as 
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with 0
iψ  being the intrinsic potential in the undisturbed semi-

conductor and 0
Fnη  the energy difference between the bottom of 

the conduction band and the Fermi level, normed by kBT/e. The 
term φBn(xi) denotes the effective potential barrier height at the 
contact and can be described as 
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with φBn0(xi) being the nominal potential barrier height and eopt 
the high-frequency relative permittivity. In (12), the negative 
sign corresponds to the case where the potential gradient is 
negative at the contact interface x = 0 (positive at x = L), 
leading to an effective barrier lowering, while the positive sign 
corresponds to the opposite potential gradient, leading to 
barrier enhancement. 

TABLE I.  SIMULATION PARAMETERS  

Symbol Value Symbol Value 
L 10 nm D0 1×10˗4 m2s˗1 
er 20 DHD,VO 1.0 eV 
eopt 5.5 NVO,max 5×1022 cm˗3 
κ 1.25 W(mK)˗1 µn 5.5 cm2 (Vs)˗1 (T/(300 K))˗2.23 

 

III. SIMULATION RESULTS 

A. Quasi-Static I–V Characteristics 
Simulations of quasi-static I–V sweeps are performed for 

different combinations of contact barrier heights, cf. Fig. 1. 
The physical parameters used in the simulations are given in 
Table 1. The simulations start with a uniform initial donor 
distribution of NVO = 1×1021 cm−3. Two triangular voltage 
sweeps of ±1.5 V amplitude are performed, starting with the 
positive polarity applied to the interface at x = 0. Generally, the 
curves of the first (black line in Fig. 1) and second (blue line) 
sweep overlap after the first reset, which occurs on the rising 
pulse edge of the first sweep. The characteristic of the second 
sweep thus does not depend on the initial donor distribution 
anymore and will be discussed in the following. Fig. 1(a) 
shows the resulting I–V characteristic for an asymmetric 
structure with barrier heights eφBn0(0) = 0.7 eV and 
eφBn0(L) = 0.1 eV. The curve exhibits pure bipolar switching 
with the structure being turned from a low resistive state (LRS) 
into a high resistive state (HRS) with the positive voltage 
polarity (reset process) and switched back to the LRS with the 
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Fig. 1. I–V characteristics of (a) an asymmetric structure exhibiting 
bipolar resistive switching, (b) a symmetric structure exhibiting the sense 
of rotation of CS, and (c) a slightly asymmetric structure indicating a 
transition between bipolar resistive switching and CS. 

 
Fig. 2. (a) Transient currents during set operation upon voltage pulse 
excitation with different amplitudes Vpulse for a bipolar switching 
structure, (b) Set time as a function of applied voltage, (c) Relationship 
between set time and temperature Tpreset in the oxide layer before the set 
operation. 

negative polarity (set process). The I–V characteristic for a 
symmetrical structure with barrier heights 
eφBn0(0) = eφBn0(L) = 0.7 eV in Fig. 1(b) shows symmetrical 
behavior. The sense of rotation is the same as observed in 
complementary switching structures. In Fig. 1(c), the I–V 
characteristic for a slightly asymmetric structure with 
eφBn0(0) = 0.7 eV and eφBn0(L) = 0.5 eV is depicted. The 
crossing of the branches in the positive voltage polarity range 
indicates a transition from bipolar to complementary switching 
for this electrode configuration. These results support the 
experimental findings on the dependence of the switching 
mode on the Ta layer thickness in Ta/TaOx/Pt structures 
suggesting the work-function asymmetry between the 
electrodes to be the switching-mode-controlling parameter 
[10].  

B. Set and Reset Transition 
Studies on the capability of the model to describe the set 

and reset transition of the bipolar switching structure are shown 
in Fig. 2 and Fig. 3. The set kinetics of the bipolar switching 
structure with barrier heights eφBn0(0) = 0.7 eV and 

eφBn0(L) = 0.1 eV is investigated by calculating the current 
response to a voltage step with rise time of 2 ns and varying 
amplitude. Starting point of this calculation is the donor 
distribution after a half-sweep with positive voltage polarity. 
Fig. 2(a) shows set transients for pulse voltages between 
1.02 V and 1.34 V, with corresponding set times tSET reaching 
from several tens of seconds to several nanoseconds. The 
typical ultra-nonlinear relation between the set time and the set 
voltage is depicted in Fig. 2(b) and exhibits a mean slope of 
40 mV/dec. The origin of the set kinetics’ nonlinearity has 
been shown to be attributed to a local temperature increase 
leading to enhanced ion mobility [11]. The set times are shown 
as a function of Tpreset in Fig. 2(c). Here, Tpreset represents the 
temperature before the set operation, evaluated after the 2 ns 
rising edge of the voltage pulse. Depending on the applied 
voltage, Tpreset lies between 320 K and 716 K. In conjunction 
with (6), this results in the observed set times spanning more 
than 9 orders of magnitude. The strong correlation between the 
set times and the local temperature increase due to Joule 
heating has also been revealed in experimental studies showing 
that the set times are dictated by dissipated thermal power 
rather than by applied voltage [12-14]. 

The gradual reset transition and its dependence on the 
initial donor distribution are characterized in Fig. 3(a). Here, 
after a first full sweep of ±1.5 V amplitude, positive triangular 
half-sweeps with increasing reset stop voltage Vstop = {0.6 V, 
0.7 V, 0.8 V, 0.9 V, 1.5 V} are calculated, resulting in different 
resistance values. The I–V curve for a half-sweep’s rising edge 
overlaps with the I–V curve from the falling edge of the 
preceding half-sweep. Finally, the impact of the reset stop 
voltage Vstop on the subsequent set voltage is demonstrated in 
Fig. 3(b). The applied voltage pattern consists of a first full 
sweep of ±1.5 V amplitude, followed by sweeps with 
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increasing reset stop voltage Vstop = {0.6 V, 0.7 V, 0.8 V, 0.9 V, 
1.5 V} and constant negative voltage of −1.5 V. The set 
voltage increases with increasing preceding Vstop, since the 
higher resistance after reset leads to lower temperatures in the 
following set process, delaying the onset of this transition. The 
method of controlling the resistance of the HRS by varying 
Vstop has also been demonstrated experimentally [2, 8, 15]. In 
contrast to the set operation, the driving force of the reset 
process decreases during the operation. This involves a 
temperature decrease, leading to deceleration of the ion 
migration according to (6) and resulting in a gradual reset 
behavior [2, 8]. 

IV. CONCLUSION 
In summary, a dynamic numerical model of resistive 

switching devices is presented that involves electronic barrier 
modification upon ion migration. It captures the abrupt set and 
gradual reset characteristics of bipolar resistive switching as 
well as the transition to complementary switching when 
reducing the asymmetry between the barriers, offering new 
insights into the physics of resistive switching. 
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Fig. 3. (a) I–V characteristics obtained by applying positive half-sweeps 
of different amplitudes Vstop showing the gradual reset transition, (b) I–V 
characteristics for varying Vstop with a subsequent set showing the 
dependence of the set voltage on the reset stop voltage. 
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