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Abstract— This paper presents an overview of state-of-the-art 
simulation methodologies to investigate statistical effects 
associated with charge trapping dynamics and their impact on 
the reliability projection in decananometer MOSFETs. By means 
of novel 3-D Kinetic Monte Carlo TCAD reliability simulation 
technology we tracks the time dependent variability associated 
with granular charge injection and trapping on pre-existing or 
stress generated oxide traps. For the first time we take into 
account the interactions between the statistical variability of the 
‘virgin’ transistors introduced by the discreteness of charge and 
granularity of matter and the stochastic nature of the traps 
distribution and the trapping process itself. Throughout these 3D 
statistical TCAD techniques we derive the distribution of 
threshold voltage shift and degradation time constants in 
conventional bulk, SOI and FinFET transistors.  
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NBTI, RTN, Device Modeling. 

I.  INTRODUCTION 
The scaling down of the CMOS transistors advocates the 

adoption of Reliability-Aware circuits and systems design 
methodology [1]. In fact, charge trapping related issues such as 
random telegraph noise (RTN) [2-6] and bias temperature 
instabilities (BTI) [7-9] are major threat to SRAM yield and 
endurance [1]. Moreover, the interplay between statistical 
variability and the discrete oxide charge trapping related 
degradation in transistors necessitates the interpretation of their 
performance- and reliability- figures of merit as time dependent 
stochastic variables [3-9]. An important paradigm shift [9] has 
recently identified the discrete charge trapping in the gate oxide 
as unique phenomenon underlying both RTN and BTI. This 
has been confirmed by several new experimental studies [8-9]. 
The same experiments highlight that reliability is strongly 
affected by (and interlaced with) statical variability. In this 
paper we present an overview of the cutting-edge TCAD 
methodology to address the study of the interplay between 
statistical variability and reliability degradation in conventional 
and novel nanoscale transistors.  

II. SIMULATION METHODOLOGY 
Our new approach to statistical reliability simulated is 

integrated with the Gold Standard Simulations (GSS) ‘atomistic’ 
simulator GARAND [10]. The stochastic dynamics of the 
threshold voltage shift amplitudes (ΔVT) due to charge trapping  

 

Fig. 1. Investigated bulk FDSOI and Fin FETs, all of them featuring a 60 nm 
wide effectife gate; considered SV sources are Random Dopants Fluctuations 
(RDF), Metal Gate Granularity (MGG), Line Edge Roughness (LER) and Fin 
Width Roughness (FWR). 

are quantitatively evaluated by means of 3-D Kinetic Monte 
Carlo (KMC) simulations of large ensembles of 
microscopically different transistors, accounting for the 
discrete nature of both doping and oxide traps and reproducing 
the stochastic process ruling the discrete charge injection into 
the gate oxide. Fig.1 shows the transistor architectures that 
will be used as test-bed in the remaining of the paper. Fig.2 
shows the KMC simulation procedure developed for the 
statistical analysis of time dependent device degradation. An 
outer Monte Carlo loop is used to gather results on a statistical 
ensemble of thousands of microscopically different transistors: 
after defining the stochastic configuration of atomistic dopants 
and oxide traps, the 3-D electrostatics and the drift-diffusion 
(DD) equations are solved to obtain the ‘time zero’ VT of each 
microscopically different transistor. An inner KMC loop is then 
used to simulate the stochastic charge-injection process from 
substrate to oxide traps: once cell electrostatics is solved for 
typical BTI or RTN stress bias conditions, the tunneling current 
density J(x,y) reaching each trap is calculated over the channel 
area within the Wentzel-Kramers-Brillouin approximation and the 
average capture time constant <τc> is computed for each trap 
integrating J(x,y) on an area equal to the trap capture cross 
section (σ=10-14cm2) as in [11-12]. An activation energy 
(EA=0.6eV) is added to the tunneling process to empirically 
reproduce the multiphonon assisted model proposed in [9]. This 
activation energy is the main source of variability of <τc> [9,12]. 
In this work we considered an EA variability range of 1.2eV, 
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Fig. 2 Block diagram for the simulation procedure used to statistically 

investigate BTI charging on nanoscaled MOSFETs. 

as we have demonstrated in [12] that this value is necessary to 
explain the experimental results reported in [13]. The average 
emission time constant <τe> can be derived for each trap 
accordingly to several models –namely Shockley-Read-Hall [14], 
Kirton [2] or Grasser [9], in order of increasing accuracy. For each 
trap, the stochastic capture times τ c,i are then drawn from 
exponential distributions with average value <τc,i>. Note that the 
same methodology can be adopted to calculate the capture and 
emission times from gate to traps [15], which allows the 
simulation of trap-assisted tunneling [16]. After each 
trapping/detrapping event the transistor VT is calculated again and, 
if the failure limit (in terms of ΔVT) is not reached, the internal 
Monte Carlo loop is repeated. Purpose of this simulation 
procedure is to study in detail the stochastic performance evolution 
dynamics for a nanoscale transistor under BTI or RTN conditions 
(Fig.3). Please note that the transistor degradation is not only 
different from transistor to transistor (due to the difference in 
dopants and traps conurations), but also has a marked statistical 
distribution for a single transistor (due to the stochastic nature of 
the charge injection/emission process). 

III. RESULTS AND DISCUSSION 

A. Planar Bulk Transistor 
We start our investigation considering a planar bulk 25nm 
channel length template MOSFET representative for the 20nm 
CMOS technology generation [17]. The transistor has a gate 
oxide thickness (Tox) of 1.2 nm and width (W) and length (L) 
equal to 25 nm. Fig. 4a shows the dynamic simulation results 
obtained with the KMC engine schematically illustrated in Fig.  

 

 
Fig.3 Schematic BTI (top) and RTN (bottom) stochastic traces. The VT 
evolution not only differs from transistor to transistor but it is also different 
when repeating the same experiment on the same transistor. 

2, considering only RDD as statistical variability source, 
without EA variability. Only pre existing traps with average 
trap density of 1.6×1012 cm-2 are considered in these 
simulations. Fig. 4b shows analogues results considering the 
trapping activation energy as additional source of variability. 
The BTI stochastic charging behavior is evident when KMC 
simulations are performed on many transistors (the dark traces 
in Fig. 4a,b), due to the atomistic differences from device to 
device, but also when simulations are repeated many times on a 
single transistor (the light traces in Fig. 4a,b), due to the 
statistical nature of discrete charge injection mechanism [11]. 

 

 
Fig.4 Simulated BTI charging transients for 100 ‘atomistic’ devices in 
presence of (a, top) RDD variability, (b, bottom) RDD+EA variability. 
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Fig.5  Single charge trapped-induced ΔVT as a function of the initial VT. 

 

 
Fig.6 Complementary cumulative distribution of single charge trapped-
induced ΔVT for RDD and EA variability. A Weibull approximation featuring 
β=0.95 is also reported. 
 

 
Fig.7 Long-term vs. short-term threshold voltage shift during the BTI stress. 
The short term component is removed from the y-axis in order to emphasize 
the absence of correlation. 
 

 
Fig.8 Time constants for the first steps of BTI transients in Fig.3 as a function 
of the ∆VT induced after the charge trapping event.3 

The device-to-device variability is larger than single device 
variability when we consider EA variability. It is important to 
highlight that the ΔVT distribution due to a single trapped 
charge is completely uncorrelated to the initial VT distribution, 
as shown in Fig. 5. Moreover, in Fig. 6 we show that the 
single step ΔVT distribution is nearly exponential with average 
4.05 mV and standard deviation 4.78 mV. Another important 
feature highlighted by our analysis is the complete lack of 
correlation between long-term and short-term degradation, as  

 
Fig. 9 BTI charge traces at Vg=1 V and Vd=50 mV for 100 atomistic 
transistors featuring a Poisson distribution averaged on NT=1012 cm-2, for bulk, 
FDSOI and Fin FETs, with (up) and without (down) Statistical Variability 
(SV). 

 
Fig. 10 Percentage of failed device, criterion being ΔVt>30 mV 

shown in Fig. 7 where we report the cumulative ΔVT value 
reached at 100s as a function of the ΔVT value reached at 
10ms for each single device. Finally, Fig.8 shows that the ΔVT 
steps and the capture time constants are totally uncorrelated. 
Therefore, the path that each device follows towards reaching 
failure can be considered a proper ‘random walk’ and the 
nanoscale MOSFET reliability can be treated as stochastic 
feature. 

B. Comparison of Novel Transistor Architectures 
Combined effects of SV and Reliability lead to the introduction 
of dopant free channel transistors to continue downscaling 
below the 22 nm technology node. Fig. 9 present a comparison 
of 100 devices BTI charges for three devices from the 
following technologies: a bulk transistor, a Fully Depleted 
Silicon On Insulator (FDSOI) FET and a FinFET. All of them 
feature 1.2 nm equivalent gate oxide thickness. The fin height 
is 25 nm, its width 10 nm and its buried oxide thickness is 20 
nm and 10 nm for the FDSOI under a 6 nm layer of silicon 
channel. Doping levels are detailed in [18]. Equivalent gate 
width for the Fin is 60 nm and so are the planar devices widths. 
SV sources affecting these devices are: random discrete 
dopants (RDF), Metal Gate Granularity (MGG), defined by 
two grains with an average diameter of 5 nm and respective 
work functions of 4.021 and 4.221 eV. Line Edge Roughness 
(LER) and Fin Width Roughness (FER) with a roughness mean 
square of 3.8 nm and a 25 nm correlation length are introduced 
to take into account variability coming from lithography. 
Comparing the BTI traces with and without SV stresses out the 
huge impact of channel dopant interaction with charged traps; 
time constants are impacted as well, as detailed in [18-19], 
leading to the dispersion of projected percentage of failed 
device with time, as shown in Fig.10. From this picture is clear 
the superiority of  
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Fig. 11 Noise spectral density for Bulk, FDSOI and FinFET architectures: a) 
and b) for fixed trap levels with and without statistical variability, c), for a 
random trap level and d) for a random activation energy. 

 
Fig. 12 Noise spectral density cumulative distribution at 100 kHz for Bulk, 
FDSOI and FinFET architectures: a) and b) for fixed trap levels with and 
without statistical variability, c), for a random trap level and d) for a random 
activation energy. 

Fin transistors, both in terms of VT step height and charging 
times. By means of this simulation methodology we can study 
the device performance not only under BTI stress but also 
under RTN conditions. Once the capture/emission time 
constants are obtained, we can study the device behavior both 
in the time domain and in the frequency domain. Fig. 11 
illustrates the RTN noise spectral density for these three 
architectures; their distribution at high frequency is given in 
Fig. 12. Several cases were considered, with and without 
statistical variability, with a distributed trap energy level EF and 
finally with a distributed activation energy EA. The approach 
used to estimate noise densities is given in [6, 20]. Actually the 
SV is not playing a dominant role in the noise spectra 
dispersion, affecting mainly the VT step height. On the contrary 
ET and EA affect directly the time constants and therefore the 
noise density spectra. 

IV. CONCLUSIONS 

This paper presents an overview of the cutting-edge simulation 
methodology developed by a collaborative effort of Glasgow 
Device Modelling Group and Gold Standard Simulation, Ltd to 

investigate time dependent statistical variability in nano-CMOS 
transistors. By means of novel 3-D Kinetic Monte Carlo TCAD 
reliability simulation technology we have shown how to track, 
using physical simulations, the time dependent variability 
associated with granular charge injection and trapping on pre-
existing or stress generated oxide traps. We have shown in 
details the stochastic distribution of threshold voltage shift and 
time constants involved in the performance degradation of 
conventional bulk, SOI and FinFET transistors, highlighting 
how to study the transistor reliability both in time and 
frequency domain.  
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