Abstract—A fast perturbative treatment implemented into the bridge-function pseudospectral method (BPSM) is discussed for 3D nano-scaled device simulation. It is shown that the present method, that is, a fast uncoupled mode-space (FUMS) BPSM approach gives enough accurate results compared with the conventional uncoupled BPSM for a Si nano-wire FET structure. In addition, further detailed analysis on the accuracy, speed, and scalability shows the present approach is 40 times faster than the conventional BPSM on a same platform.

I. INTRODUCTION

Numerical solutions of the 3D Schrödinger equation, Poisson’s equation, and non-equilibrium Green’s function (NEGF) are often required for nano-scaled device design and understanding device physics. They are usually performed numerically with a finite difference method (FDM) or a finite element method (FEM). However, as the dimension of the devises becomes lower, e.g. tri-gate MOSFETs, gate-all-around FETs, and quantum dot devices, which are comprised of quantum wire structures or quantum dots, FDM or FEM becomes inappropriate in terms of computational costs and time. This is because the FDM/FEM, in general, requires many mesh points to achieve high accuracy. To solve this problem, we have developed an effective and powerful method, bridge-function pseudo-spectral method (BPSM) [1], which namely achieves much higher accuracy with much less mesh points than the conventional FDM/FEM.

In other literature, in order to reduce the size of the matrix and the computational time in the conventional FDM, Ren et al. have used an uncoupled mode-space (UMS) approach [2], [3]. This approach is a kind of a separation of variables method for the solution of partial differential equations, where the Schrödinger equation is solved in the plane perpendicular to the transport direction, then the subband energies and eigenfunctions are calculated. The wave function is expanded to the transport direction, then the subband energies and the Schrödinger equation is solved in the plane perpendicular to the transport direction.

Although the UMS approach is also adopted for the BPSM, it requires to solve the 2D Schrödinger equation-1D NEGF calculation repeatedly on each cross-section of the device under consideration. Because of that, it is found that the computational costs and time rapidly increase as the number of longitudinal mesh points increase. In the present study, we have adopted a perturbative treatment, namely, a fast uncoupled mode space (FUMS) approach into our previous BPSM. In the FUMS approach, the subband profile is approximated up to the first order by considering the change from the average of potential profile as the perturbation. Here, we have only to solve the non-perturbative Schrödinger equation once in the coupled 2D Schrödinger equation-1D NEGF calculation, even when the number of longitudinal mesh points increases.

II. THEORY

We have adopted the FUMS approach into our previous BPSM. The BPSM is a method to solve a differential equation such as Schrödinger equation, non-equilibrium Green’s function, or Poisson’s equation, which enables us to calculate much more accurately with much less computational time or cost [1]. In the BPSM, the region under consideration [0, L] is divided into sub-regions (i = 0, 1, · · ·, I) and each sub-region is spanned by a basis set (Fig. 1) [4]. The BPSM is composed of both the orthonormal basis functions to expand physical quantities and the Gauss-Lobatto (GL) quadrature [5]. The basis functions (Fig.2) in each region are comprised of a set of Lagrange polynomials, one of which is called a bridge-function, a connection of two Lagrange polynomials. Mathematically the 1D orthonormal basis functions are expressed as

\[
\chi_{i,m}(x) = \begin{cases} 
\frac{f_{i,m}(x)}{\sqrt{w_{i,m}}} & (m = 1) \\
\frac{f_{i,m}(x)}{\sqrt{w_{i,m}}} & (m \neq 1),
\end{cases}
\]

where \( f_{i,m}(x) \) is the \((n - 1)\)th order Lagrange interpolation polynomial and \( w_{i,m} \) denotes the weights of the GL quadrature [5], respectively. The continuity of electrical flux density and probability current density at each interface or boundary between neighboring regions are naturally guaranteed by the bridge-function (solid lines in Fig.2), which enables us to take the boundary conditions into account in much easier manner than the conventional PSMs. In addition, the FUMS is easily implemented in the BPSM formalism.
The device area under consideration [0, L] is divided into regions or elements in the present BPSM. It is the total numbers of the nodal points in \( x \) direction, \( n \) the numbers of local basis functions and \( x'_m \)'s are the Gauss-Lobatto points, respectively.

Although the combination of the BPSM and the UMS approach has been adopted for nano-scaled device simulation, it still requires large computational time. This is because it needs to solve the 2D Schrödinger equation-1D NEGF calculation repeatedly on each cross-section of the device under consideration to obtain the eigenenergy or subband energy and wave function of each cross-section.

In contrast, in the FUMS, it is assumed that the shape of the cross-section of the device does not change drastically along the longitudinal direction, so that the subband profile can be treated within a first-order perturbation problem by considering the cross-sectional potential change as a perturbation from the average of confinement potential. That is, we solve the non-perturbative 2D Schrödinger equation in the average cross-sectional potential and then obtain the eigenenergy or subband energy \( E_k^{\text{sub}} \) and wave function \( \xi_k(y, z, x) \) of each cross-section along the channel as the solution of a perturbation problem. The FUMS approach, therefore, requires to solve the non-perturbative Schrödinger equation only once in the coupled 2D Schrödinger equation-1D NEGF calculation, even when the number of longitudinal mesh points increase. The non-perturbative Schrödinger equation is expressed as

\[
\left[ -\frac{\hbar^2}{2m_y} \frac{\partial^2}{\partial y^2} + \frac{1}{m_y(y, z)} \frac{\partial}{\partial y} - \frac{\hbar^2}{2m_z} \frac{\partial}{\partial z} + \frac{1}{m_z(y, z)} \frac{\partial}{\partial z} \right] \xi_k(y, z) = E_k^{\text{sub}} \xi_k(y, z),
\]

where variables with bars (–) are non-perturbative physical quantities, namely, \( \xi_k(y, z) \) is the wave function in the cross-section, \( E_k^{\text{sub}} \) is the eigenenergy of each subband, respectively. \( \xi_k(y, z) \) is the eigenenergy of each subband, respectively.

\( \bar{U}_T(y, z) \) is the cross-sectional potential averaged along the longitudinal direction, which is defined as

\[
\bar{U}_T(y, z) = \frac{1}{L_x} \int_0^{L_x} U(x, y, z) \, dx, \tag{3}
\]

where \( L_x \) is the longitudinal length of the device. Since \( U(x, y, z) \) changes gradually along the longitudinal direction, the change can be expressed \( U_1(x, y, z) \) and the potential profile is approximated as

\[
U(x, y, z) = \bar{U}_T(y, z) + U_1(x, y, z). \tag{4}
\]

The first-order correction \( U_1(x, y, z) \) can be viewed as a perturbation added to the non-perturbative problem. The non-perturbative Hamiltonian \( H_0 \) and the first-order correction \( H' \) are expressed as follows,

\[
H = H_0 + H', \tag{5}
\]

\[
H_0 = -\frac{\hbar^2}{2m_y} \frac{\partial}{\partial y} \left( \frac{1}{m_y(y, z)} \frac{\partial}{\partial y} \right) - \frac{\hbar^2}{2m_z} \frac{\partial}{\partial z} \left( \frac{1}{m_z(y, z)} \frac{\partial}{\partial z} \right) + \bar{U}_T(y, z), \tag{6}
\]

\[
H' = U_1(x, y, z). \tag{7}
\]

Then, the zeroth-order equation and the first-order equation are expressed as

\[
H_0 \xi_k(y, z) = E_k^{\text{sub}} \xi_k(y, z), \tag{8}
\]

\[
(H_0 + H') \xi_k(y, z, x) = E_k^{\text{sub}} \xi_k(y, z, x). \tag{9}
\]

Taking advantage of the first order perturbation theory, we obtain both the subband energies and the wave function along the channel as

\[
E_k^{\text{sub}}(x) = E_k^{\text{sub}} + \int \{ U(x, y, z) - \bar{U}_T(y, z) \} \bar{\xi}_k(y, z, x) dy dz, \tag{10}
\]

\[
\xi_k(y, z, x) = \bar{\xi}_k(y, z, x) + \sum_{i,j} \frac{1}{E_k^{\text{sub}} - E_i^{\text{sub}}} \times \left\{ \int \{ U(y, z) - \bar{U}_T(y, z) \} \bar{\xi}_i(y, z) dy dz \right\}. \tag{11}
\]

In the present study, both the BPSM and the FUMS are simultaneously adopted for the simulation. When the BPSM is applied to the FUMS, the non-perturbative wave function is expanded as

\[
\bar{\xi}_k(y, z) = \sum_{i,m} e_{i,m}^k \chi_{i,m}^k(y, z), \tag{12}
\]

where \( e_{i,m}^k = c_{i,m}^k \chi_{i,m}^k(y, z) \) is a function of the weights, \( i = (i_y, i_z) \), \( m = (m_y, m_z) \), and \( \chi_{i,m}^k(y, z) \) is the basis functions, respectively. The weak form of the non-perturbative Schrödinger equation can be represented as

\[
\sum_{i,m} \left[ A_{i,m,m'} \delta_{m,m'} \delta_{i,i'} + \bar{U}_T(r_m^i \delta_{m,m'} \delta_{i,i'}) \right] c_{i,m}^k = E_k^{\text{sub}} c_{i,m}^k, \tag{13}
\]
where $\delta_{i,i'}$ and $\delta_{m,m'}$ imply Kronecker’s delta, and $p^i_m = (y^i_m, z^i_m)$, respectively. The matrix element $A_{i,m,m'}$ in Eq. (13) is written as

$$A_{i_m,m_m'} = (\delta_{i,i'} + \delta_{i,i' \pm 1}) \times$$

$$\int \left( \frac{\partial \chi_{i',m'}'}{\partial y} m^- \frac{\partial \chi_{i,m}}{\partial y} + \frac{\partial \chi_{i',m'}'}{\partial z} m^- \frac{\partial \chi_{i,m}}{\partial z} \right) dy dz. \quad (14)$$

The integration of Eq. (14) is evaluated by the GL quadrature which ensures the higher accuracy than conventional methods. The first term of the integration in Eq. (14) is evaluated as

$$\int \frac{\partial \chi_{i',m'}'}{\partial y} m^- \frac{\partial \chi_{i,m}}{\partial y} dy dz =$$

$$\delta_{i,i'} \delta_{m,m'} \sum_{\epsilon_i',\epsilon_m} w_{\epsilon_i',\epsilon_m} \frac{1}{m^+} \frac{\partial \chi_{\epsilon_i',\epsilon_m}}{\partial y} \frac{\partial \chi_{\epsilon_i,\epsilon_m}}{\partial y}, \quad (15)$$

Similarly, $E^{k_{\text{MB}}}_k(x)$ and $\xi_k(y,z;x)$ are finally expressed within the framework of the BPSM as

$$E^{k_{\text{MB}}}_k(x) = E^{k_{\text{USM}}}_k(x) + \sum_{i,m} c_{i,m}^k \int \{U(x,y,z) - \overline{U}(y,z)\} \chi^2_{i,m} dy dz, \quad (16)$$

$$\xi_k(y,z;x) = \overline{\xi_k}(y,z) + \sum_{i,m} \int \{U(x,y,z) - \overline{U}(y,z)\} \chi^2_{i,m} dy dz \quad (17)$$

respectively. The integrals in Eq. (16) and Eq. (17) are evaluated by the GL quadrature as

$$\int \{U(x,y,z) - \overline{U}(y,z)\} \chi^2_{i,m} dy dz =$$

$$\sum_{\epsilon_i',\epsilon_m} w_{\epsilon_i',\epsilon_m} \frac{1}{m^+} \{U(x,y_{\epsilon_m'}, z_{\epsilon_m'}) - \overline{U}(y_{\epsilon_m'}, z_{\epsilon_m'})\} \times$$

$$\chi^2_{i',\epsilon_m} \chi_{i,m} \left( \frac{1}{m^+} \right). \quad (18)$$

Since the FUMS assumes a gradual potential along the longitudinal direction, it may fail for the abrupt change of the potential. In that case, we may include the mode-coupling approaches [6], [7] into our BPSM to take the abrupt change into account.

### III. RESULT AND DISCUSSION

In order to show the superiority of the present method in terms of computational costs and accuracy over conventional UMS approach, we have applied the BPSM-FUMS approach to the analysis of $I-V$ characteristics of a gate-all-around Si nano-wire MOSFET (SiNW FET) shown in Fig. 3 [8], where Schrödinger-Poisson equations and NEGF are solved simultaneously and self-consistently. The orientation dependent effective masses are taken into account in the simulation in the conduction band of Si. Our previous BPSM-UMS approach has been also applied to check and compare the accuracy and the computational costs. Since both approaches utilize the
BPSM in the backbone, we call hereafter the former FUMS and the latter UMS unless any confusion arises.

Figures 4 and 5 show the comparison of the first subband profiles along the channel calculated by the UMS (solid lines) to those calculated by the FUMS (dots) with changing $V_d$ (Fig. 4) or changing $V_g$ (Fig. 5), respectively. The longitudinal nodal number $N_x = 41$ and the cross-sectional nodal number $N_y = 676$ are fixed, and were checked to give enough accurate results in the UMS. As seen in these figures, the results by the FUMS reproduce those by the UMS even when the bias voltage changes. This feature is maintained as long as the device structure is similar to Fig. 3, that is, the confinement potential varies gradually along the channel, even when the device size is changed. Therefore, the present FUMS enable us to obtain as good an approximation of the subband profiles as produced by the UMS.

Fig. 6. Comparison of the $I_d-V_g$ characteristics between UMS and FUMS with longitudinal nodal number $N_x$ is 41 and the cross-sectional nodal number $N_{yz}$ is 676, where the solid line is obtained by the UMS, while dots are by the FUMS.

Figure 6 compares the $I_d-V_g$ characteristics by the UMS with those of the FUMS at the drain bias $V = 0.5$ V in the linear scale and the log scale. The nodal numbers are same ($N_x = 41$ and $N_{yz} = 676$) as the case of Figs. 4 and 5. It is shown that in almost all bias region, the results of the FUMS reproduce those by the UMS within the error of 0.03%. More importantly, in the subthreshold region, since the drain current is sensitive to the accuracy of the subband profile, the results show that in the 2D Schrödinger equation-1D NEGF-3D Poisson equation self-consistent calculation, the FUMS can reproduce quite comparable results in accuracy with those by the conventional UMS.

Finally, Fig. 7 shows the comparison of the total computational time to solve Schrödinger equation in the whole self-consistent calculation, with changing the longitudinal nodal number $N_x$, the cross-sectional nodal number $N_{yz}$ is 676, where the red line is obtained by the UMS, while the blue line is by the FUMS.

Fig. 7. Comparison of the total computational time to solve Schrödinger equation in the whole self-consistent calculation, with changing the longitudinal nodal number $N_x$, the cross-sectional nodal number $N_{yz}$ is 676, which were checked to give enough accurate results in the UMS simulation, the present FUMS can calculate 40 times faster than the UMS.

IV. CONCLUSION

In this work we offer a new fast simulation framework that facilitates the simulation of 3D nano-scaled devices. The speed of the simulation has been drastically reduced by taking advantage of the present UMS-BPSM where both the Schrödinger-Poisson and NEGF equations are treated on equal-footing. This method can be applicable to any 3D device simulation as long as the potential profile is gradual along the transport direction. The drawbacks are for the case of abrupt change of the potential, which may be overcome by the spatial combination of the present method and the conventional techniques.
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