A Non-Linear Variational Principle for the Self-Consistent Solution of Poisson’s Equation and a Transport Equation in the Local Density Approximation

I. INTRODUCTION

During the last decades, continuous scaling down of device dimensions has resulted in novel generations of electronic devices and structures where the active areas have dimensions in the nanometer range. As quantum effects (e.g. resulting from carrier confinement) may increasingly affect their working principles, ample research is on-going to adequately include the dominant quantum effects into the kinetic equations obeyed by the distribution function. However, the corresponding numerical burden makes this a challenging task, even today when the available computational power is partially countered by the increased complexity of nano-scale devices.

As a test case for this study, we consider an ultra-thin cylindrical MOSFET depicted in Fig. 1. The structure consists of a semiconductor nanowire which is covered by an oxide layer whereas a gate contact overlays the $p$ region, the latter being sandwiched between heavily $n$-doped source and drain regions. This device has been the subject of various theoretical studies and is considered a promising candidate to replace the conventional planar MOSFET [3].

In this work, we address a quantum mechanical transport model consisting of a simplified Poisson-Schrödinger solver and a module to compute the current density, all within the framework of the generalized local density approximation (GLDA) [4]. Furthermore, the 1D ballistic Boltzmann transport equation (BTE) has been solved within the framework of the GLDA in order to calculate self-consistently the carrier distribution and the potential profile felt by the carriers as well as the current flowing through the conduction channel inside the nanowire. Unlike previous formalisms [1], [5], [6], [7], we have invoked a variational scheme [8] in order to avoid the necessity of going back and forth between the Schrödinger and Poisson equations.

Section II is devoted to the non-linear variational principle which is the cornerstone of the simplified Poisson-Schrödinger solver, whereas the latter is discussed in section III together with its numerical implementation. In section IV an expression for the ballistic current density is given which is based on an analytical solution of the collision-free BTE. A few results are shown and discussed in V and a summary of this work is presented in section VI.

II. NON-LINEAR VARIATIONAL PRINCIPLE

As is well known, the solution of Poisson’s equation

$$
\epsilon \nabla^2 V(r) = -\rho(r)
$$

for a fixed charge density profile $\rho(r)$ amounts to minimizing a proper action functional $S$ with respect to $V$, i.e.

$$
\delta S = 0, \quad S \equiv \int d^3r \left[ \epsilon \left| \nabla V(r) \right|^2 - \rho(r)V(r) \right].
$$

In a real device however, the density is itself a complicated functional of the potential through the distribution function and the wave functions that are directly affected by the potential. Therefore, also the corresponding constitutive transport equations need to be solved self-consistently with Poisson’s equation. Equivalently, the self-consistent solution can be seen to emerge from the non-linear Poisson equation

$$
\epsilon \nabla^2 V(r) = -\rho[r, V].
$$

In the particular case where $\rho[r, V]$ depends only on the local potential in the point $r$, i.e. $\rho[r, V] = \rho[r, V(r)]$, we may
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where, the total charge density contains the usual contributions due to free electrons, holes and ionized impurities, and the kinetic energy generation of the system is described by the Schrödinger equation, and the distribution function depend locally on relatively smooth potential variations while confinement effects are rigorously accounted for. Therefore, the above mentioned non-linear variational principle is applied in Ref. [8] to derive analytical expressions for the quasi-Fermi potential in erasable memory devices, we have exploited it: 1) as an iterative algorithm to solve the non-linear Poisson equation, thereby avoiding the necessity of going back and forth between Poisson’s equation and the kinetic equations/Schrödinger equation, and 2) as an absolute convergence criterion. As to the latter, it should be noted that the numerically calculated action always exceeds the absolute action minimum corresponding to the exact solution.

Consequently, tracing back the action flow during the iteration loop, we may estimate the stability of the solution emerging from relative convergence between two subsequent iterations, as a stable solution should correspond to a action that is still decreasing.

### III. Self-Consistent Poisson-Schrödinger Solver

#### A. Electron Concentration within the GLDA

In case of a cylindrical wire the potential energy profile $U(r, z)$ consists of the electrostatic potential energy $U_e(r, z) = -eV(r, z)$ obtained by solving self-consistently the Schrödinger and Poisson equations, and the abrupt energy barrier $U_B(r, z) = U_B \Theta(r > R)$ at the semiconductor/oxide interface $r = R$. Taking the barrier height $U_B$ infinitely high for the sake of simplicity, we assume that all electrons are confined to the interior of the nanowire. Consequently, for an homogeneous and unbiased perfect cylindrical wire without junctions, within the framework of the effective-mass approximation, the electron eigenfunctions $\psi_{e \alpha m l}(k; r, \phi, z)$ and the corresponding energy eigenvalues $E_{e \alpha m l}(k)$ can be expressed analytically as follows:

$$E_{e \alpha m l}(k) = \frac{\hbar^2 k_z^2}{2m_{\alpha \perp}} + \frac{\hbar^2 x_m^2}{2m_{\alpha \parallel} R^2}, \quad m = 0, \pm 1, \pm 2, \ldots; \quad l = 1, 2, \ldots$$

where $R$ is the wire radius and $x_m$ the $\ell$th zero of the $m$th Bessel function $J_m(x)$. In the latter, $\alpha$ is a conduction band valley index whereas $m_{\alpha \perp}$ and $m_{\alpha \parallel}$ respectively denote the effective mass in the planar cross section of the wire and the longitudinal effective mass in the transport direction.

On the other hand, a non-uniform potential energy profile $U_c(r, z)$ emerges inside a gated nanowire consisting of an $n^−$–$p^−$–$n^+$ structure and being biased by both a gate voltage $V_G$ and a drain voltage $V_D$. Adopting both the Hartree approximation and the GLDA [4], the second assuming that the variation of $U_c(r, z)$ in both the $r$- and $z$-directions is sufficiently small on the scale of the Fermi wave-length, we may write the electron concentration inside the biased wire as

$$n(r, z) = \sum_{m=0}^{\infty} \sum_{l=1}^{\infty} C_{ml} J^2_{ml}(\frac{x_m r}{R}) \times \sum_{\alpha} \int_{-\infty}^{\infty} dk f_{\beta}(E_{e \alpha m l}(k) - eV(r, z)).$$

Here, we have simply added $U_c(r, z)$ to the unperturbed one-electron eigenenergies $E_{e \alpha m l}(k)$ thereby keeping the wave functions $\psi_{e \alpha m l}(k; r, \phi, z)$ unaltered, whereas $f_{\beta}(E)$ is taken to be the ballistic electron distribution function for the steady state:

$$f_{\beta}(E) = F(E; \mu(r, z, hk)).$$

The chemical potential $\mu(k, r, z)$ conveniently expressed in terms of the logical step function $\Theta(x)$:

$${\mu(r, z, p) = E_F - eV_d \left[ \Theta(p - p_m(r, z)) + \Theta(p - p_m(r, z)) \right]}$$

In Eq.(8), $F(E, E_F) = [1 + \exp(\beta(E - E_F))]^{-1}$ is the Fermi-Dirac distribution function, $E_F$ the Fermi energy, and $\beta = 1/k_B T$. The normalization coefficients $C_{ml}$ are given by $C_{ml} = \frac{(2 - \delta_{ml})}{(\pi^2 R^2 J^2_{ml}(x_m))}$.

Having solved the Schrödinger equation in the GLDA approximation for the radial and azimuthal subbands, we have invoked the Lagrange–Charpit method using classical
trajectories [9], [10], [11] as the characteristic curves of the Boltzmann equation to construct the ballistic distribution function, Eqs. (8)-(9), as a local functional of \( U_e(r, z) \). The solution relies on the assumption that, for a given coordinate \( r \leq R \), the potential energy attains a unique maximum in the z-direction \( U_M(r) \) at some point \( z_M(r) \), allowing to define a “critical momentum” \( p_M(r, z) = \sqrt{2m_0\beta\left(U_M(r) - U_e(r, z)\right)} \).

B. Electron density action

The action \( S \) in Eq. (3) essentially contains five terms, \( S = S_0 + S_1 + S_2 + S_3 + S_4 \). \( S_0 \) is the contribution of the first term in the second part of Eq. (3). The other four terms are related to the contributions from the electron, hole, donor and acceptor densities, respectively. Carrying out the integration over \( V' \), we can easily find the contribution of the electron density to the action, which is given by

\[
S_1 = \frac{\beta}{2} \sum_{m=0}^{\infty} \sum_{l=1}^{N_r} \sum_{i=0}^{\infty} C_{ml} \int_0^R dr J_m^2\left(\frac{x_{ml}(r)}{R}\right) \int_0^{L} dz
\times \sum_{\alpha} \int_{-\infty}^{\infty} \frac{dE}{\alpha} \ln \left[ 1 + e^{\alpha\left(\mu(r, z, \hbar k) - E_{\alpha m k} + eV(r, z)\right)} \right],
\]

(10)

where the contribution related to the constant \( V_0 \) has been omitted. The other three contributions can be calculated in a similar way.

In order to evaluate the action, we define a 2D-grid of \((r_i, z_j)\) points with \( 0 \leq i \leq N_r \) and \( 0 \leq j \leq N_z \). Providing an educated initial guess for the potential \( V(r_i, z_j) \), we extract the charge density from the set of equations (5) to (7). Substituting the charge density into the discretized Poisson equation we calculate a new potential using a Gauss-Seidel iteration scheme [12] until the criterion of convergence, \( \delta S = 0 \), is reached.

IV. CURRENT DENSITY WITHIN GLDA

The ballistic electron current density can be obtained as the group velocities \( p/m_0 \) average with the distribution function given by Eqs. (8)-(9). Consequently, it is found that only electrons surmounting the barrier maximum \( U_M(r) \), or equivalently carrying out momenta \( |p| > p_M(r, z) \) can contribute to the current. Moreover, it can be shown that \( J(r) \) is independent of \( z \) and analytically expressed as:

\[
J(r) = \frac{e}{2\pi h^2} \sum_{m=0}^{\infty} \sum_{l=1}^{N_r} C_{ml} J_m^2\left(\frac{x_{ml}(r)}{R}\right)
\times \sum_{\alpha} \ln \left[ \frac{1 + e^{\alpha(E_F - U_M(r) - W_{\alpha m l})}}{1 + e^{\alpha(E_F - U_M(r) - W_{\alpha m l} - eV_{ds})}} \right],
\]

(11)

in accordance with the requirement that the steady-state current density be solenoidal. The total current passing through the cross-section of the nanowire can be computed by integrating \( J(r) \) over the wire cross section. It follows from Eq. (11) that, at low temperatures (\( \beta \rightarrow \infty \)), when only the lowest subband is occupied by electrons, and for low drain voltages (\( eV_{ds} \ll E_F \)) the current obtained by integrating Eq.(11) reduces to the Landauer-Büttiker formula [7] with full transmission.

V. RESULTS

For the numerical simulation of a cylindrical MOSFET, we have taken the longitudinal and transverse electron masses to be \( m_{trans} = 0.19 m_0 \) and \( m_{long} = 0.98 m_0 \) respectively, and we have chosen the following values for the device parameters: the nanowire radius and the thickness of the SiO2 layer are taken to be \( R = 2.5 \text{nm} \) and \( 1.5 \text{nm} \) respectively; the dielectric constant of silicon and the oxide layer are respectively given by \( \epsilon_{Si} = 11.7 \) and \( \epsilon_{SiO2} = 3.9 \); the channel length \( L_{CH} \) equals \( 20 \text{nm} \), while the length of the uniformly doped source and drain contacts is fixed to \( 10 \text{ nm} \). The donor concentration of both regions is \( N_D = 10^{20} \text{ cm}^{-3} \) whereas the p-doped channel has an acceptor concentration \( N_A = 10^{18} \text{ cm}^{-3} \). The temperature is \( 300 \text{ K} \) and the current-voltage characteristics shown below are calculated for the gate voltages \( V_G \) ranging from \( 0 \) to \( 0.7 \text{ V} \), the drain voltage \( V_{ds} = 0.1 \text{ V} \) and \( 0.3 \text{ V} \). The action functional that was minimized numerically with respect to \( V(r, z) \) (see Eqs. (3)-(10)), has been computed as the sum of all contributions arising from \( N_r \times N_z \) rectangular grid cells, with \( N_r = N_z = 120 \). In each cell the Laplace operator in \( r \) and \( z \) has been discretized according to the method of finite differences. The simulation normally takes less than \( 5 \text{ min} \) per bias point on one regular desktop.

Fig. 2 depicts a typical electron concentration in the channel region for a drain voltage \( V_{ds} = 0.3 \text{ V} \) and gate voltage \( V_G = 0.7 \text{ V} \), where the inversion layer electrons in the radial direction, is located near the Si/SiO2 interface at \( r = R \). The electron concentration is found to pile up pronouncedly in front of the latter interface while vanishing completely at \( r = R \). This result can be observed similarly in Fig. 3 where is plotted the 3D current density computed for \( V_G = 0.7 \text{ V} \), as function of \( r \) and \( V_{ds} \). Note that the current density at the center of the nanowire takes considerably lower values than in the inversion layer where most of the electrons are located while, due to the confinement, the current density is bound to vanish at the Si/SiO2 interface.
In order to compare with previous results, in Fig. 4 we have plotted the $I-V_G$ characteristics obtained by implementing our approach and similar characteristics reported by Wang et al. in Ref. [1]. As can be observed, both curves are in qualitative agreement, while the main quantitative differences can be explained by noticing that our approach presently ignores both reflection and tunneling events as well as the metal gate/semiconductor work function difference, amounting to approximately 0.25 eV. Systematic comparison between the present approach and existing Poisson–Schrödinger solvers need to be made in the future to estimate the gain in CPU time. Meanwhile, as the Schrödinger equation is solved only once, we believe that the average simulation time will not exceed that of a purely classical treatment based on Boltzmann statistics.

VI. CONCLUSION

Based on a non-linear variational principle, a numerical algorithm was developed to directly integrate the Poisson equation and the Schrödinger equation as well as the constitutive transport equations within the framework of the GLDA. The algorithm not only offers a trade-off between quantum mechanical rigor and computational speed, but also accelerates the evaluation of quantum mechanical charge and current density profiles of devices for which the GLDA is an acceptable approximation.
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