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Abstract 
 

This paper describes advances and remaining challenges in unstructured 3D meshing 
techniques for both process and device simulations and parallelization of the process 
simulator FLOOPS.    The meshing is performed using a point cloud manager to 
create points and an unstructured tetrahedral mesher.   Distributed parallel techniques 
are used to parallelize the sparse matrix assembly and solution for 3D process 
diffusion simulations. 

1 Introduction 

Continually shrinking device widths, the importance of 3D stress modeling [1] to help 
engineer stress in advanced logic technologies, and the interest in exploration of truly 
three dimensional devices such as Tri-Gates[2] have made 3D process and device 
modeling essential for advanced technology development.  Routine 3D process and 
device simulations have been limited in the past due to a number of factors including 
poor robustness of 3D meshing and structure creation, and long simulations times. 
This paper describes additions to our internal version of the process simulator 
FLOOPS[3,4] to enable robust meshing for both process and device simulations, and 
enable parallel solution of process diffusion and reaction equations to decrease 
simulation time.  Remaining challenges and opportunities for improvement to these 
areas are also highlighted. 

2 Three dimensional meshing 

Three dimensional meshing for process and device simulation is difficult because of 
the large range of feature sizes that need to be resolved, the requirement for both 
highly anisotropic and Delaunay meshes, and the need for automatic meshing.  A 
typical problem when combining Delaunay techniques with pronounced mesh 
anisotropy is undesired mesh topology (the Delaunay property causing a point to 
attract all surrounding edges, thus destroying the desired anisotropy). In this work, an 
internally modified version of deLink[5] is used as a 3D Delaunay engine driven by 
polygonal geometry information and points supplied from FLOOPS.  The separation 
into two modules, a point cloud manager and a robust unstructured engine, has proven 
to simplify the problem of making anisotropic, partially structured meshes for general 
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geometries.   The point clouds have an associated priority. High priority regions, 
usually anisotropic structured point clouds, are protected against points from other 
less important point clouds using the concept of protective bubbles. The protective 
bubbles are the equatorial spheres of the elements on the boundary of the point cloud.  
A point encroaches a point cloud if it is inside either its bounding box or its protective 
bubbles.  Low priority points that encroach a point cloud are excluded.  Geometry 
points that encroach a structured point cloud are added to it.  In this way the point 
clouds adapt easily to new geometry points added during the process simulation that 
could compromise the structured regions.  Figure 1 shows meshes from a 3D narrow 
width transistor after gate formation and near the end of the simulation after a number 
of spacer depositions and etches. The structured mesh regions with anisotropic 
spacing are maintained throughout the simulation. Available point cloud types include 
anisotropic structured, semi structured point clouds that can relax the grid spacing in 
one direction, refinement point clouds that are used for device meshing to refine on 
doping or potential, and boundary fitted point clouds for deposited layers.  DeLink 
first creates the surface mesh from a possibly coarse polygonal input and the given 
point clouds, which are not necessarily confined to the structure's regions and which 
may overlap polygons. Reliable and efficient surface meshing is a continuing 
challenge. It then creates the tetrahedral Delaunay mesh using a modified advancing 
front approach [5].  DeLink contains several mechanisms to increase robustness for 
meshing these manifold sets of co-spherical points. Robustness within meshing of one 
material region is gained through an elaborate point classification system to 
heuristically pick the right point for the next tetrahedron during the advancing front 
algorithm. If this fails, it corrects mesh overlaps in a post-processing step. To increase 
robustness across material interfaces and to prevent leaking of the advancing front 
across region interfaces, efficient intersection testing schemes have been added to 
deLink. Flat tetrahedra that deLink cannot remove by flipping are chosen to be kept 
rather than refined.  These flat tetrahedra are dealt with by the finite volume 
discretization code which ignores them during the coupling coefficient calculations 
(only Delaunay flat elements can remain and these do not contribute to the coupling).  
This highlights the important link between meshing and discretization and how 
changes in the discretization can lessen the requirements on the mesher. Development 
of process and device discretization schemes that can further lessen the mesh 
requirements is a challenging area with the potential to improve the overall robustness 
of 3D simulations. The final resulting mesh is all tetrahedral but can contain very 
structured regions with a large number of zero coupling edges that can be excluded 
from the discretization.  Figure 2a shows a 3D Tri-Gate device mesh created with a 
mix of structured and general point clouds and refinement on Net Doping.  Figure 2b 
has a zoomed in view of the mesh, and highlights the regions in the channel and 
source where the mesh refinement is structured. 

3 Parallel solution of diffusion equations 

As mentioned above, one of the limitations for routine use of 3D process simulation is 
long simulations times.  Figure 3a shows the timing breakdown of an example 3D full 
flow process simulation.   The total time for serial process simulation is ~13 hours and 
the majority of the time is spent in solving the equations for dopant and defect 
diffusion and reaction.  The diffusion time is dominated by repeatedly solving the 
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sparse linear system.  The “other” category contains all time not spent in solving 
diffusions and includes meshing, ion implantation, and structure file output.  
Improving the solve time for 3D process simulation is difficult because many of the 
techniques used to optimize the solution time in 2D do not work well in 3D.   Due to 
this fact, the assembly and solve portions of FLOOPS have been parallelized using a 
distributed memory model using MPI [6].  Parallelizing just the matrix assembly and 
solve sections of the code allows us to take advantage of the parallel speedup and 
distribute the memory required for the sparse matrix while not having to parallelize 
the entire code. There are a number of challenges that make parallelizing the PDE 
solve code for process simulations difficult. These include the large number of 
equations solved on each node and the variable number of equations solved that 
depend on the materials and species present for that diffusion.  The linear system 
solution for both serial and parallel simulations in 3D is performed using 
preconditioned iterative methods from PETSc[7].  Partitioning of the problem is a 
critical step needed to reduce the amount of communications and to balance the load 
across the processors. This is performed using METIS[8].   Simulations are run in 
parallel on a pool of workstations using a fast Ethernet network.  Figure 3b shows the 
total diffusion time and speedup vs. serial for a 3D full flow process simulation run on 
2, 4 or 8 machines.  Good speedups of 1.9 and 2.9 are seen for 2 and 4 machines.  
Running on 8 machines is less efficient, with a speedup of only 4.4 due to a loss of 
preconditioner effectiveness and increased communications overhead. Better parallel 
solution strategies are needed for parallelization over large numbers of machines.   
Figure 3a also shows the time breakdown for a 4 CPU simulation. The small speedup 
in “other” is due to parallelization of the implant.  The overall simulation time has 
been reduced to a little more than 6 hours and the total diffusion time is now only 
56% of the total time.  This demonstrates that further parallel optimization should also 
focus on parallelizing other sections of the code like the meshing and fieldserver.  
Parallelizing the fieldserver would also result in large memory savings because the 
memory would be distributed across the parallel machines.  The main challenges for 
full parallelization of a process simulator include having to partition the mesh without 
knowing the equations that will be solved on it at the time of partitioning or efficient 
repartitioning prior to every step, and development of robust parallel meshing 
algorithms 
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Figure 1: Narrow device process simulation meshes at two points in the flow.  
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Figure 2: Three dimensional mesh for device simulation of a Tri-Gate device and 
zoom in on a device mesh highlighting two areas with structured point clouds. 
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Figure 3: Time breakdown for example 3D full flow process simulation run serially 
and in parallel on 4 CPUs and  total diffusion time and speedup vs. serial for a 3D 

fullflow simulation on 1, 2, 4 or 8 CPUs. 
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