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Abstract-3D fullband Monte Carlo simulator is applied to the
analysis of floating gate injection current of nonvolatile memory.
The simulation is performed with realistic number of particles, so
the fluctuations due to the motion of particles in 3D device
structure are discussed. By comparing the results with those by
2D calculation, the necessity of full 3D simulation both due to the
capacitance coupling and particle fluctuation is shown to
calculate read / write characteristics.
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I. INTRODUCTION

The design of programming operation using channel hot
electron injection is one of the important issues for the NOR
type nonvolatile memory cell. There have been extensive
investigations by fullband Monte Carlo simulation [1] [2] [3].
It has been shown to be important to consider high-energy
electron distribution including carrier-carrier scattering [1] [4].
But in previous works, simulations have been done mainly by
2 dimensional (2D) analysis. As memory cells are getting so
compact that 3 dimensional (3D) effects are becoming
remarkable. Also carriers have electric charges, so Coulomb
fluctuations occur with the movement of carriers. In the case
of 2D analysis, each carrier correspond to a line charge, so
Coulomb force is unnatural even ifPlasmon and carrier-carrier
scattering model is included [5]. Thus values of capacitances
and drain and floating gate currents should be modified due to
3D effects.

In this paper, 3D Monte Carlo simulation of hot carrier
injection effect is investigated. Fluctuations due to the motion
of particles in 3D device structure are discussed. Finally 3D
effects during programming operation are shown.

II. SIMULATION MODEL

Details of our fullband simulator, HyDeLEOSMC, with
coupled Monte Carlo-drift diffusion method are described
elsewhere [5]. Electron motions in the silicon channel region
are modeled by MC method considering acoustic phonons,
optical phonons, surface-roughness, impact-ionization and
carrier-carrier scatterings, and transfer matrix method is used to
calculate floating gate injection current.
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Figure 1. The quarter part of calculated memory cell structure

III. SIMULATION RESULT

In Figure 1, the simulated structure of a nonvolatile
memory cell is shown, which is obtained by in-house process
simulator HySyProS [6]. The size of floating gate (FG) is 90
nm in length and 110 nm in width, so number of electrons in
the inversion layer under FG is about 1000 (when the
inversion carrier density is 1013 cm-2). So the realistic number
of electron is used in our simulation.

In Figure 2, the calculated results of floating gate,
source, and drain current (IFG, ISub and ID respectively) using
HyDeLEOSMC are shown. In 3D analysis, the realistic
number of electron is used. On the other hand in 2D analysis,
sufficiently large number (about 50,000) of electrons is needed
to suppress 'unnatural' potential oscillation. The values of 2D
analysis are normalized by ID ratio (ID(3D) / ID(2D)), namely, by
multiplying effective floating gate width (about 75 nm). IFG
and ISub in 3D analysis are relatively large compared with
those in 2D analysis. The difference is mainly due to the
plasma oscillation. Though the issue of double counting of
short-range Coulomb force and 'mesh' force might be still
remained, the difference represents adequate tendency. In the
results of Figure 2, carrier-carrier and Plasmon scattering is
not included.
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Figure 2. IFG, ISub, ID - VFG characteristics of 3D (filled marks) and 2D (open
marks) MC simulation. In 2D analysis IG and isub are normalized by ID(3D)
ID(2D).

The potential and particle distributions are shown in
Figure 3 and 4 respectively as demonstrations of our results. In
Figure 4, the carriers under the floating gate are treated as
particles. Each globe in the center area of the figure
corresponds to an electron, whose shading denotes its kinetic
energy.
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Figure 4. The distribution of particles under the floating gate of the
nonvolatile memory at VD = 4.5V, VFG = 2.5 V, in which each particle
corresponds 'one' electron, shown (a) from the side and (b) from the top
(through the floating gate), respectively.
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Figure 3. The potential distribution of 3D Monte Carlo simulation (VD =

V, VFG = 2.5 V).
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In Figure 5, fullband calculations of floating gate current
(IFG) with and without carrier-carrier scattering (e-e) are
compared in 2D. Floating gate currents increase including e-e.
The difference is dominant at low VFG, though drain currents
are not so different. As in comparison with 2D and 3D results,
both ISub and IFG increases irrelevant to VFG, the effect of
carrier-carrier scattering is dominant only low VFG, so the
mechanism of the increase of the hot-carrier current in 3D is
different from those of carrier-carrier scattering, though, due to
huge computational burden, fullband calculation with carrier-
carrier scattering in 3D is now under investigation.
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Figure 5. The effect of carrier-carrier scattering (e-e) on IFG and ID
characteristics. Solid marks represent the result with e-e and open marks
represent the result without e-e.

IV. DISCUSSION ON FLUCTUATION

In this chapter, the fluctuations due to the motions of
particles in 3D device structure are discussed. First, the

1-4244-0404-5/06/$20.00 2006 IEEE

DC
0.01

SISPAD 2006 280



transient number of particles in the Monte Carlo 'window'
region is shown in Figure 6. In the figure, the number of
particle is plotted every 2.5 fs. In simulation, particles are

updated every 0.5 fs actually. The number becomes stable in
ps, as LFG is 90 nm, thus the results between ps and 2 ps are

shown in the figure. The average number of particles is 1074.3
and its standard deviation is 9.7 at VD = 4.5 V, VFG 2.5 V,
which are statistically reasonable and realistic values.

V 4.5 V, V 2.5 V

". 1100

1080

S1060

1040
1 10_12

Simruhion time (s)
2 10412

Figure 6. The transient number of particles in the Monte Carlo 'window'
region.

In Figure 7, the snapshot of the potential distribution at
the interface of silicon and oxide is shown. Equi-potential
lines are not exactly parallel due to the fluctuation of the
particles. The corresponding electron distribution is shown in
Figure 8. In Figure 8, several 'needles' are shown which
correspond to the particle location. The height of 'needles'
represents the number of particles assigned to each grid.
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ure 8. Electron distribution along silicon-oxide interface. VD = 4.5 V, VFG
.5 V with 'realistic' electrons. Electron concentration is assigned to each
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Figure 9. Specrum density of the number of carriers in the MC region. A line
denotes 1/f characteristics.

In the Figure 9, the power spectral density functions
P(C) are shown, which are derived from the Fourier series
of the auto-correlation functions for number of carriers shown
in Figure 6. Here, autocorrelation function C(Z) is derived
from Equation (1),

CQr) = It (N()- N)(N(t + ) - N)d (1),

where to is the initial integration time (we used lps) and tmax is
the time when the simulation is ended. Then spectral density
P(C) is derived as Equation (2),

Figure 7. Potential distribution along silicon-oxide interface. VD = 4.5V, VFG
= 2.5 V with 'realistic' electrons. P(CD) = C(r)exp(iw)dr /C(O) (2)

Typical 1/f noise spectrum is observed in Figure 9. But
any resonant peak due to plasma oscillation is not clearly
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observed. Probably because plasma oscillation depends on
local carrier densities in the range of Debye length, and its
frequency is as small as 1 fs, plasma oscillation hardly affects
the number of particles.

Anyway, there are fluctuations, which maybe enhance
the hot carrier currents (ISub and IFG) in 3D. More detail is now
under investigation.

V. PROGRAMMING CHARACTERISTICS

Here, programming characteristics are discussed.
Programming characteristics are important for improving the
performance of nonvolatile memories. In measurements, the
time shift of threshold voltage of control gate (Vff_cG) is
evaluated, because of the difficulty of measuring VFG and QFG
directly. On the contrary, in simulation, user of the simulator
can give VFG and QFG, thus, the values of Vth CG are derived
from the ID-VCG characteristics in the read condition as
functions ofVFG and QFG.
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1) Capacitance coupling: As shown in Figure 1 due to the
recess of CG in the x-direction, the capacitance coupling is
stronger in 3D compared to that in 2D (CFGCG(3D) > CFG
CG(2D)*WFG)- Thus the relation between Vth CG and VFG write
are modified due to the difference of capacitance coupling,
which are shown in the inset of Figure 10.

2) Coulomb fluctuation: Programming time mainly depends
on IFG around the final VFG, where IFG increase due to the
increase of hot carrier distributions by Coulomb fluctuations.
Thus, the increase of IFG due to Coulomb fluctuation is one of
key factors. The difference has been shown in Figure 2. Also,
as the effects of Coulomb fluctuations by carrier-carrier

attering and Plasmon scattering on potential distributions are
fficult to separate from other Coulomb effects in 3D
alysis, 2D simulation with and without carrier-carrier
attering are shown as references.

VI. CONCLUSION
In conclusion, programming characteristics of a NOR type
nvolatile memory are calculated by a fullband Monte Carlo
ulator. As the effect of Coulomb force is important to the

t carrier injection, so simulation with 3D structure and
listic number of carriers is desired. The increase of floating
te injection current due to Coulomb force is shown.

Fluctuations due to the motion of particles in 3D device
ucture are discussed. Power spectral density function is
rived. Typical 1/fnoise spectrum is observed.

3D analysis and 2D analysis are compared. Not only 3D
fects of capacitance coupling but also the increases of

floating gate current due to 3D Coulomb fluctuation are key
factors for accurate design ofmemory cell.
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