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Abstract-Two numerical models based on the impedance field
method have been implemented to investigate the flicker noise in
MOSFETs with high-K gate stacks. The equivalent model uses
approximate channel current noise source, while the physical
model is based on the Langevin approach and accounts for the
non-local carrier tunneling. The scaling impact on the flicker
noise is investigated with the developed models. The validity of
the models in the sub-threshold regime is examined. Comparison
with experimental data indicates the importance of modeling the
nonuniform trap energy distribution. The degradation of the
flicker noise performance due to halo doping is also studied.
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I. INTRODUCTION
The timely deployment of alternative high-k gate dielectrics

in MOS devices provides a promising yet challenging solution
to the continuing aggressive scaling ofCMOS technology. The
high dielectric constants of those materials enable the reduction
of the equivalent oxide thickness (EOT) while keeping the gate
leakage current below tolerable limits. However, large trap
densities are usually associated with high-k materials due to the
poor interface quality. Since the flicker noise in MOS
transistors is closely related to the surface trapping effect [1],
degradation of the low frequency noise performance becomes a
concern for high-k based devices [2]. In this work, we use the
impedance field method (IFM) together with the local flicker
noise source modeling to numerically investigate the low
frequency noise property of devices with hafnium-based gate
stacks.

The IFM approach was proposed in [3] and has been
broadly used for multi-dimensional MOS thermal noise
simulations. Simulations in this work are carried out using a
general device simulator, PROPHET [4], where the IFM has
been implemented to investigate thermal noise in highly scaled
MOS transistors [5]. In this work, two approaches have been
implemented to model the flicker noise in high-K transistors.
The equivalent model is based on the equivalent current density
fluctuations, where the 1/f spectrum is described by the
superposition of a set of approximate mono-polar generation-
recombination (G-R) noise sources [6]. The physical model
takes the Langevin approach. It solves the impedance field
numerically for a system including the trap rate equation [7].
This method was recently implemented in a device simulator,
FLOODS, to model carrier trapping induced low frequency
noise in MOS transistors with SiO2 gate stacks [8]. In order to
account for the noise contributions induced by correlated
mobility fluctuations, a unified model [9] has been adopted for
both approaches in this work.

The simulation results of the two models will be compared;
and it will be shown that, unlike the physical model, the
equivalent model becomes invalid in sub-threshold regime and
requires explicit corrections according to Reimbold's theory
[10]. Simulation results are correlated with experimental data,
indicating the importance of accounting for the non-uniform
energy distributions of the high-K trap levels. The developed
simulation capabilities are also used to reveal the impact of
halo doping on flicker noise in highly scaled devices.

II. MODELING APPROACHES

A. Equivalent modelfor numberfluctuations
A schematic plot of a typical high-k based n-type FET

transistor is shown in Fig. 1(a). The trap density in the thin
native SiO2 interfacial layer is low. However, the high-K layer
above is usually found to be associated with high density of
traps, where the inversion carriers can be trapped or de-trapped
through tunneling. The band diagram showing this tunneling
process is given in Fig. 1(b). Because the trapped electrons
obey binomial statistics, only those traps with energy level near
the channel quasi-Fermi level, EF, have significant number
fluctuations [1]. For a trap density energy distribution NT(E),
the apparent trap density that contributes to the G-R noise is
therefore given by NT=4kBTNT(EF).
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Fig. 1: (a) Schematic plot of a high-k based n-FET and the IFM-
based equivalent and physical models.
(b) Band diagram along the gate stacks.

The scalar impedance field (IF), A(ri), is essentially a
transfer function defined as the ratio of current perturbation at
the terminal of interest (drain terminal in our case) to the
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injected noise current at location r of the device. The vector IF
is defined as the gradient of the scalar IF, VA(ri) . As
illustrated in Fig. 1(a), the equivalent model assumes the
trapped electron number fluctuation in the oxide is equal to that
of the channel electrons: An = ant An equivalent
microscopic current fluctuation at the corresponding channel
position is then evaluated as 'n = q,uE -n. The total drain
noise is then obtained by considering the propagation of the
equivalent current noise sources along the channel:

SId = fdv VA(r) Sa(f,r),
where Si (f,I ) is the power spectral density of the current
noise source. The carrier number fluctuation is modeled by the
superposition of a set of mono-polar G-R noise spectra with
distributed time constants that produces 1/f behavior:

n ( + (y) *]2
where the distributed tunneling time constants are calculated
using the WKB method based on the simulated potential
profiles. The different affinities and tunneling masses in the
SiO2 and HfO2 layers are considered in the calculations.

B. Physical modelfor numberfluctuations
The calculation of the flicker noise based on the physical

model is also illustrated in Fig. l(a). Unlike the equivalent
model, the microscopic noise source is modeled as to originate
from the traps inside the oxide layers. The total drain noise is

thus obtained as SId = fdv *A(rS) t (r ), where snt (r )
oxide

is the power spectral density of the Langevin force associated
with the trapping/de-trapping processes. In addition to the
Poisson and carrier continuity equations, a rate equation for the
trapped electron density is solved self-consistently:

dnt I dt = G-R
= [(NT -nt)l - nt exp(ET -EF IkBT)/rI]

where the tunneling time, r , is again calculated using the
WKB method, and the trap energy level, ET , is set equal to

EF for noise evaluations. This G-R term is also subtracted
from the continuity equation for the channel carriers to ensure
charge conservation. The trapped electrons also enter into the
source term of the Poisson equation. It is noted that this
approach is non-local from the simulation viewpoint. The grid
points in the channel are coupled with those inside the oxides;
and this is reflected by the corresponding non-zero off-diagonal
entries in the Jacobian. The IFM is then extended to solve
A(ri) taking into account this additional device equation.

The microscopic noise source is modeled as white G-R
noise Snt(F) = 2(G + R) according to [7]. In this physical

model, the frequency dependence of the terminal noise is
produced implicitly by the frequency dependence of the IF. In
this model, two types of trap energy distributions are used: the
uniform type and the exponential type. In the latter case, it is
assumed that NT (E) decays exponentially away from the
oxide band-edge EC:

NT(E) = {1 + exp[ke (Eo -EC +E)]}NTO / 2,

where ke, Eon and NTO are parameters to characterize the
trap energy distribution profile.

C. Correlated mobilityfluctuations
In order to explain the flicker noise behavior in MOS

transistor devices, the carrier mobility fluctuation (Ag theory)
is proposed as an important physical mechanism along with the
carrier number fluctuation (AN theory). The two theories
usually predict different gate voltage dependence of flicker
noise. In reality, correlations between these two mechanisms
are often observed. Unified models (Agt-AN theory) are
therefore developed to conform to such observations. In this
work, we adopt a unified model developed in [9], where the
mobility fluctuation is modeled as the consequence of
additional Coulomb scattering of channel carriers by the
trapped charges. For both the equivalent and physical models,
the local noise source is multiplied by a correction term as
follows [9]:

7 = (1+ A n2D/Aco),

where n2D is the 2-D inversion carrier density and UCo is a
fitting Coulomb scattering parameter. Throughout this work, a
value of 1.5 X 108 cm / Vs has been used for ,cU0 [2].

III. SIMULATION RESULTS AND DISCUSSIONS

The impact of device scaling on the flicker noise behavior
is examined using the equivalent model. NMOS devices with
HfO2 gate dielectric (EOT=1.3nm) and varying gate length
from 30nm to 1.2 gm are simulated. Fig. 2(a) shows simulated
drain noise as a function of frequency for devices with varying
channel length. It can be seen that 1/f type noise is reproduced
for frequencies up to 100 KHz. Ift behavior is observed for
higher frequencies, which can be explained by the fact that
SiO2 trap density is much smaller than that of HfO2. The flicker
noise and thermal noise meet at a corner frequency fc, which
increases with reducing channel length. To further illustrate
this trend, we plotted flicker noise at lHz and thermal noise as
functions of channel length in Fig. 2(b). It can be seen that, as
the channel length decreases, the magnitude of flicker noise
increases much faster than that of the thermal noise.

As described in the previous section, the flicker noise
source in the physical model originates from the oxide traps.
Fig. 3 shows the simulated profiles of flicker noise
contributions inside the oxides at different frequencies. For this
and the following simulations, the device EOT is set to 2.3nm
(physical thickness 5.5nm) with Inm interfacial layer to match
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with the actual device parameters given in [2]. A moderate
dielectric constant of 13.5£o is assumed for the HfO2 layer,
and an affinity difference of 1.2eV is used between the SiO2
and HfO2 layers. It is shown in Fig. 3 that, for a given
frequency, the major noise contribution comes from traps at a
certain depth into the oxides. As the frequency decreases, the
peak of the distributed noise moves deeper into the oxides,
because those traps correspond to longer tunneling time. The
height of the noise peak increases by about 4 orders of
magnitudes as the frequency decreases from 10KHz to lHz,
leading to the 1/f type noise behavior. Such an observation
agrees with that firstly reported in the work of [8].

1 o012

1 o014

o16 X

1018

1 o-20 -

1 o-22

1 L

1-13

1 0

1 0

N 1 0

10
-1 8

=1 0~ -

1019

10102

102 104 106
frequency (Hz)

(a)
10 1N

101i 100
channel length (pm)

overestimates the drain noise near and under the threshold. On
the other hand, the physical model is based on the direct
evaluation of the impedance field of the complete system, with
the electrostatics taken into account self-consistently. Hence,
the saturation of the normalized drain noise is correctly
reproduced in agreement with Reimbold's theory.
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Fig. 3: Simulated profiles of distributed drain noise contributions at
inside the gate oxides using the physical model. Two frequencies
are simulated: (a) lHz; (b) IOKHz. The device gate length is
0.18,um. Vd=5OmV and Vg-V--0.3 V.

101
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Fig. 2: (a) Simulated drain noise spectrum based on the equivalent
model. Devices with varying gate length of 30, 130, 230, 630 and
123Onm are simulated, respectively. Vd=O.1V and Vg-VT-0.2V. (b)
Flicker noise at lHz and thermal noise as functions of channel
length.

We compare the simulated normalized drain noise at lHz,
SId / I2, from both the equivalent and the physical models
(Fig. 4). The device channel length is 1gm and the overdrive
voltage varies from sub-threshold to strong inversion condition.
The two models agree with each other in strong inversion
regime. However, significant difference is observed at sub-
threshold regime. As pointed out in the work of Reimbold [10],
the relation Sn = int no longer holds under sub-threshold
condition. Instead, the correction due to the capacitances
related to the charges at the gate and depletion regions needs to

be considered. Therefore, SId / Id approaches to a saturated
value in sub-threshold regime [10]. Without explicit inclusion
of such a correction, the equivalent model significantly
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Fig. 4: Normalized drain noise as a function of overdrive voltage
from simulations using both the equivalent and physical models.
The device gate length is 1,um. Vd=50mV.

Simulated SId / I2 based on the physical model isId d

compared with measured data [2] at varying overdrive
voltages. Simulation results are shown for both the uniform and
exponential trap energy distribution models (Fig. 5). For the
uniform model, a uniform trap spectral density of
3xl018/cm3eV in the HfO2 is assumed. For the exponential
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model, values of NTO ke and Eo are assigned to
4xl017/cm3eV, 6/eV and 3eV, respectively. The uniform model
produces much stronger overdrive voltage dependence of the
normalized drain current noise than the exponential model
does. This is because when the gate bias increases, the channel
quasi-Fermi level can access trap levels closer to the
conduction band-edge, which possess higher apparent trap
density according to the exponential model. The measured data
show relatively weak bias dependence and are matched by the
exponential trap energy distribution model.

K gate stacks. The equivalent model is based on approximate
microscopic channel current noise source and becomes less
accurate in sub-threshold regime. On the other hand, the
physical model is applicable in all operation regimes.
Comparison with experimental data indicates that it is
important to consider the nonuniform trap energy distributions
in the modeling. The negative impact of halo doping on the
flicker noise is demonstrated with the aid of simulations.
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Fig. 5: Measured [2] and simulated normalized drain noise as a

function of overdrive voltage. The simulations are based on the
physical model with both the uniform and exponential trap energy

distributions. The device gate length is 0.18,um and Vd=5OmV.

In highly scaled MOS transistors, halo doping profiles are
used to suppress the short channel effect. It has been
experimentally observed that the presence of halo doping
significantly degrades the flicker noise of short channel
devices, mainly due to the nonuniform threshold voltage
distribution along the channel [11]. In that work, an analytical
model considering channel segments with different VTVs has
also been developed. However, the sub-threshold correction
according to Reimbold's theory has not been included, despite
its importance considering the elevated VT in the halo doping
regions. In this work, a device with source/drain halo doping
profiles (1.8xl0'8/cm3) is also simulated with the physical
model. As shown in Fig. 6(a), the distributed noise contribution
profile exhibits two evident peaks in the oxides, corresponding
to the source/drain halo doping positions in the lateral
direction. It indicates that the same amount of electron
fluctuations cause greater current fluctuations in the halo
regions than in the rest of the channel. This can be explained by
the reduced inversion carrier density in the halo regions. In Fig.
6(b), the normalized flicker noise as a function of the overdrive
voltage is simulated for devices with and without halo doping,
respectively. The device with halo doping constantly exhibits
higher noise level over the entire range of overdrive voltage.

IV. SUMMARY
Two IFM-based numerical models have been implemented

to investigate the flicker noise perfornance in FETs with high-
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Fig. 6: (a) Simulated profile of noise contribution at lHz for a

device with halo doping. (b) Normalized drain noise as a function of
overdrive voltage for two devices with and without halo doping,
respectively. The simulations are based on the physical model. The
device gate length is 0.18,um and Vd=5OmV.
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