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Abstract- A method for predicting full chip tempera-
ture heating resulting from device operation is pre-
sented. The method couples distributed device simu-
lation with lumped thermal analysis. Predictions show
sixty degree Kelvin temperature increases for 0.5cm
IC’s. A method for reducing chip temperature is also
presented.

I. INTRODUCTION

As devices get smaller on-chip thermal effects become in-
creasingly important. Predictions indicate that chip tem-
peratures will increase exponentially beyond acceptable
values[1], prompting researchers to investigate thermal ef-
fects[2]. In this work, we developed a mixed-mode simula-
tion technique which predicts temperatures over the entire
chip using non-isothermal device modeling. On the device
level, we solve the Schrodinger and semiconductor equa-
tions coupled with the heat flow equation. From the dis-
tributed heat flow equation, a lumped model for heat flow
and temperature distribution for the entire chip is derived.
A Monte Carlo-type methodology, which connects the de-
vice modeling and on-chip temperature calculations, is em-
ployed. The model self-consistently calculates the device
characteristics along with heating as a function of position
on the chip and operation time. Calculations also show
how device performance will be affected as the power den-
sity increases. We also offer solutions to the over-heating
problem by showing the effect of placing thermal contacts
on the chip.

II. MIXED MODE DEVICE PERFORMANCE AND
CHIP TEMPERATURE MODEL

We combine our quantum device transport model and
the lattice heating equation[3], with a complete chip heat
transport model. The complete set of equations is shown
below.

Our device model includes Schrodinger, Poisson, elec-
tron current-continuity, hole current-continuity and lattice
heat flow equations shown below, respectively.
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Here φ, ψ, n, p, Jn, Jp, T, H, D, R, and G are
the electrostatic potential, wave function, mobile electron
concentration, mobile hole concentration, electron current
density, hole current density, lattice temperature, lattice
heating, net dopant concentration, net recombination rate
and net generation rate, respectively. In the heat flow
equation, C is the heat capacity and κ is the thermal con-
ductivity.
To obtain temperature over the entire chip, we transform

the differential heat flow equation (5) to a lumped equa-
tion. This leads to the following RthCth thermal network
of lumped KCL-type equations for heat flow throughout
the chip.

Cth
i

dTi

dt
+

Ti − Tj

Rth
i,j

= Ith
i (Ti) (6)

The subscript i represents a specific device and a ther-
mal node. The maximum value of i equals the number of
devices on the chip, and a value for the chip temperature
Ti is calculated at each node. Cth

i is the thermal capaci-
tance which is proportional to the local specific heat, Rth

i,j

is the thermal resistance which is inversely proportional to
the local thermal conductivity, and thermal current Ith

i is
the power generated by Joule heating in the i’th device.
The lumped heat flow equation (6) can be derived by

integrating and applying the divergence theorem to the
differential heat flow equation (5), over each device on the
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chip[4]. If the heat flow equation is integrated over the
volume of each device, the following equation can be de-
rived by using Gauss’ theorem and taking heat capacity, C,
and thermal conductivity, κ, as constants over the device
volume.
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∫
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∫
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HdV (7)

Taking −κ∇T as the heat flux and discretizing T be-
tween the devices yield the following equation, which is
similar to a full KCL type nodal equation except the capac-
itive term which is only from the relevant node to ground.
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∫
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Where subscript i, j represents the value of the corre-
sponding quantity between the nodes i and j.

Using the electrical analogy, temperature and the in-
tegrated power density resemble voltage and current, re-
spectively. Thus equivalent thermal resistances and capac-
itances between devices can be written as follows:

Rth =
∆z

κ∆x∆y
(9)

Cth = ΩC (10)

Note that the thermal resistance is defined between
nodes, unlike the thermal capacitance which is only from
the given node to ground. Once the appropriate values
are used between the devices for the given geometry and
materials, a methodology is developed to solve the RthCth

thermal network.
The complete solution of the equations (1)-(6) provides

the key device quantities (potential, carrier concentrations,
wave function, mobility, boundary conditions, etc.) as a
function of internal device temperature, as well as the chip
temperature profile. Figs. 1a and 1b illustrate the connec-
tion between the device and thermal network we solve.

III. NUMERICAL APPROACH

We solve the coupled device/chip performance and heat-
ing model using a block iteration method as illustrated in
Fig. 2. While this may appear straightforward, it is com-
plicated by the necessity to resolve two different funda-
mental scales of dimension at the same time. The main
difficulty is to develop a methodology which allows us to
calculate the internal device operation, and the temper-
ature distribution of the entire chip simultaneously. To
achieve this, we solve the device transport equations and
the device heating equation using the nonlinear distributed
device model. To obtain the temperature distribution for
the entire chip, we solve the linear lumped model. We
combine the distributed and lumped models using a mixed-
mode Monte Carlo-type method.

Figs. 1a and 1b illustrate the mixed-mode problem. Fig.
1a shows devices and their thermal connections, Fig. 1b
shows KCL-type thermal network

As shown in the algorithm flow-chart in Fig. 2, we first
solve the linear RthCth thermal network for the temper-
ature at each node. This requires discretizing the time
derivative in equation (8), and then writing it in matrix
form. This gives the following equation for the i, j node
on the chip at the time step k.
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Here Rth
i,j±1/2 is the thermal resistance between the

nodes i, j and i, j + 1.
We use a uniform random distribution of power sources,

of values between zero and one, as input. We note that
each node on the chip corresponds to an individual tran-
sistor. Thus, for large IC’s the number of nodes is typically
greater than one million. To solve a system, with such a
large number of nodes, an iterative method (bilateral con-
jugate gradient method) is adopted. This relieves compu-
tational burden of the CPU and facilitates the simulation
by eliminating the troublesome matrix inversions.
We next solve the internal nonlinear device equations

for a single representative device using a combination of
methods involving Scharfetter-Gummel discretizations[5],
a QL implicit eigenvalue solver and Newton’s method[5].
The results give the quantum corrected device character-
istics, including the power generated by the representative
device.
We then take advantage of the linearity of the RthCth

thermal network, to scale the full-chip temperature dis-
tribution using the heating power calculated in the single
device simulation.
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We then iterate between the lumped chip model and
the device model until temperature and current-voltage
characteristics converge at the device and chip levels.

Input:
Thermal Circuit, Device Doping,
Random 0n-Power Distribution

Chip:
R  C   Network Solver

th th

 Device:
Non-Isothermal DD-QM Solver

 Device IV,
Chip Temperature Profile

Figure 2. Coupled Flowchart

IV. SIMULATION METHODOLOGY

We investigate non-isothermal device operation by in-
corporating temperature dependencies of some of the pa-
rameters used in the device equations (1)-(5). The fol-
lowing parameters are explicitly allowed to vary with tem-
perature; intrinsic carrier concentration, thermal voltage,
saturation velocity, carrier mobilities, boundary voltages,
recombination lifetimes and the bandgap. The analytical
expressions we use for the temperature variation of carrier
mobilities, saturation velocity and boundary voltages are
shown below.
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(
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q
ln

(
n

no(T )

)
(14)

After solving the device equations, including lattice tem-
perature equation (5), we find that the temperature varia-
tion within a bulk MOSFET is usually less than one per-
cent. This result is shown in Fig. 3. We take advantage
of this small variation to facilitate obtaining the tempera-
ture of the entire chip, and approximate the temperature
within a single device as uniform. The key result here is
that we can treat the entire device as a single thermal node
for the purposes of complete chip thermal analysis.
To solve for the heat flow and temperature through-

out the chip, we need the power produced by each de-
vice. However, there may be well over one million devices.
We circumnavigate this difficulty by choosing a represen-
tative device and activity profile. For the current work,
we assume a random activity profile, based on a uniform
activity distribution throughout the chip. If a snapshot
of our simulated chip is taken at a random time instant,
we would observe such a uniform random distribution in
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Figure 3. Temperature Profile in a 0.1µm MOSFET
VGS=1.0V, VDS=1.0V

terms of the power consumed by each device. We utilize
this activity profile as a zero order approximation to real
world situations. Normally the activity profile for each chip
would differ depending on its architecture and the applica-
tion running on it. For example, a random access memory
(RAM) would consume less power than a central process-
ing unit (CPU), because considerably less power is used
for storage purposes than computational purposes. Due to
the nature of our algorithm, we can easily integrate differ-
ent activity profiles and chip configurations to our model.
Also if a transient solution is required, the chip tempera-
ture profile as well as the activity profile can be stepped
in time.
In this work, we take the hottest device as the repre-

sentative one. It can also be chosen randomly from the
chip. However our investigations show that most of the
temperature variation takes place near the chip edges and
on the chip package. Thus for the case we simulate, the
resulting temperature profile would be almost the same no
matter which device we choose to represent the ensemble
of transistors.
Additionally, we take the average power consumed by

each device as one tenth of the power consumed for the
given bias conditions, which were VGS=VDS=0.7V. It is
reasonable to assume that the typical device is in the
switching state for one tenth of the clock cycle for logic
applications.

V. SIMULATION RESULTS

Fig. 3 shows the electron temperature profile within
an NMOSFET. The temperature reaches its peak value
near the drain side, which is the far corner on the figure.
The key observation is that the device is so small, and
the thermal resistance is sufficiently low, that its internal
temperature variation is negligible for full chip heating cal-
culations.
In Fig. 4 we show the simulation results of a 0.1µm

MOSFET at local chip temperatures of 300K and 400K
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for three gate bias values. As expected, for the linear and
saturation region current decreases with higher T . This is
mainly due to decreased mobility.
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Figure 4. MOSFET IV Curves for T=300K and 400K;
VGS=0.4, 0.7, 1.0V

In Fig. 5 we show the calculated temperature profile
for an entire chip. The chip is 0.5cm by 0.5cm, and has
1,000,000 transistors. The contour graph implies that the
chip reaches its maximum temperature of 360K near the
center. Note that the temperature distribution will depend
highly on the boundaries. We take the external surfaces
of the chip to be at room temperature and account for
thermal conductivity of package.

Figure 5. Temperature Profile: Temperature Isotherms range from
300K at chip edges to 360K inside chip

Fig. 6 shows that the effects of chip heating are sig-
nificantly reduced if thermal contacts are fabricated in the
chip. The thermal contacts are modeled as ideal heat sinks
which set the chip temperature at the contact locations to
room temperature.
Fig. 7 shows the increase in chip temperature as the

number of devices and chip size increase.
The thermal capacitances of the lumped model are fun-

damental in determining how quickly a chip heats up to
its steady state temperature value. In Fig. 8, we show
the transient heating characteristics of a chip. The figure
indicates that the time constant for chip heating is on the
order of microseconds.
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Figure 6. Maximum chip temperature as a function of uniformly
distributed thermal contacts
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Figure 7. Maximum chip temperature for different device counts
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Figure 8. Thermal transients showing time to heat up according to
average power
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