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Abstract- The carrier distribution in the interior of 
power devices can be determined from free carrier ab- 
sorption measurements. In this work, a physically rigor- 
ous simulation of the entire measurement process is per- 
formed to investigate the effects which arise from the wave 
propagation of the probing beam and the sample prepara- 
tion. Quantitative results for the optimization of the op- 
tical setup and the sample geometries which miminize the 
unavoidable experimental errors are presented. 

I. INTRODUCTION 

Exploiting the dependence of. the absorption coefficient a 
on the carrier concentration, the carrier distribution of the 
electron-hole plasma in the interior of forward conducting 
power devices have been ascertained by free carrier absorp- 
tion measurements (cf. Fig. 1) [l], [2]. The injected carrier 
density n(x) is extracted from the damping of the transmitted 
laser light intensity I ( z )  during the on-state 
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Fig. 1. Experimental setup for free carrier absorption 
measurements. 

where L,  da/dC,  and IOn, , f f  denote the sample length, the 
dependence of the absorption coefficient on the injected carrier 
concentration, and the transmitted light intensity during on- 
state and off-state of the device under test, respectively. 

However, evaluating the detector signal according to this 
simple absorption law does not take into account the surface 
recombination effects inevitably induced by the sample prepa- 
ration. It also neglects the effects originating from the wave 
propagation of the probing beam during m?asurement, e. g. the 
lateral extension of the beam profile or the internal beam de- 
flection due to temperature-induced gradients of the refractive 
index. In this work, all these effects are studied by a physically 
rigorous simulation of the entire measurement process. 

11. MODELING INTERNAL LASER PROBING TECHNIQUES 

A physically rigorous model for the simulation of internal 
laser probing techniques such as, e. g., free carrier absorption 
measurements has been developed [3] which accurately re- 
flects the wave propagation of the probing beam through the 
sample and the experimental setup. Since the optically ab- 
sorbed power of the probing beam is negligible compared with 
the electrical power dissipation of the device under test, we can 
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Fig. 2. Strategy for the simulation of internal laser probing 
techniques. 
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Fig. 3. Employing virtual experiments to optimize free 

carrier absorption measurements. 

follow the strategy illustrated in Fig. 2: 
The first step consists of an electrothermal device simula- 

tion [4] from which we obtain the transient carrier density and 
temperature profiles. From these data the modulations of the 
complex refractive index are calculated. Finally, simulating the 
beam propagation through the sample, the lenses, and aperture 
holes yields the calculated detector signal. 

111. VIRTUAL EXPERIMENTS 

The real measurements can only be carried out on properly 
prepared samples of suitable size. Additionally, their surfaces 
have to be polished which enhances the surface recombination 
rate. On the other hand, device engineers are interested in the 
carrier distribution within unprepared product devices. There- 
fore, the goal of an optimized experiment is that the effects due 
to the sample preparation and the measurement process itself 
are negligible and the measured carrier concentration profile 
reflects the carrier distribution within the product device. 

Since the latter is accessible by simulation only, "virtual 
experiments" (cf. Fig. 3) are performed to optimize the ex- 
perimental setup and to assess the accuracy of the optimized 
measurements. For that purpose, the carrier profile n,,f(x, t )  
within unprepared product devices is calculated by an elec- 
trothermal device simulation and kept as a fixed reference dur- 
ing the optimization process. For different sample geometries 
and experimental setups, the measurement process is simu- 
lated, yielding a calculated detector signal. From this, in turn, 
a virtual carrier concentration n,,t,(x, t )  is extracted from the 
absorption law (1) which would also be employed to evalu- 
ate the real measurements. Optimum probing conditions are 
attained if n,,tr matches n,,f as close as possible. 

Iv. OPTIMIZING THE SAMPLE SIZE 

It is well-known that the experimental accuracy of free car- 
rier absorption measurements on small samples is limited by 
surface recombination. In large dies, however, the spatial res- 
olution suffers from the lateral spreading of the probing beam. 
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Fig. 4. Comparison of the carrier distribution within a power 
pin diode extracted from virtual absorption experiments 

on samples of different sizes. 
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Fig. 5 .  Relative deviation of the carrier distribution extracted 

Consequently, there is an optimum sample length which mini- 
mizes the deviation of the extracted carrier concentration pro- 
file from the real carrier distribution (cf. Fig. 4). For a quanti- 
tative analysis, the average relative error E,,l is defined as 

where N denotes the number of measured sampling positions 
X i .  

Carrying out virtual experiments on devices with a car: 
rier lifetime of 0 . 8 ~ s  reveals an optimum sample length of 
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Fig. 6. Minimum distance which has to be kept to the Fig. 7. Comparison of the carrier concentration profile for 
absorption measurements with non-normal incidence. device's top and bottom surfaces. 

800 pm, i. e. 20 diffusion lengths. Choosing the angular aper- 
ture V A  of the probing beam accordingly, the deviation of the 
extracted concentration from the reference distribution can be 
reduced to only a few percent (cf. Fig. 5). Virtual experiments 
for different values of the carrier lifetime (figures not shown) 
also suggest an optimum sample length of 20 diffusion lengths. 
In this case, as well, an error of only a few percent can be at- 
tained. 

Since reflections off the metallization layers at the anode and 
cathode significantly distort the beam profile and thus corrupt 
the measurement signal, only part of the bulk region of the 
device interior can be investigated properly. Optimizing the 
sample geometry also facilitates measurements closer to the 
top and bottom device surfaces. A quantitative investigation is 
shown in Fig. 6, where the necessary minimum distance to the 
device surfaces has been defined by the position xi where the 
relative error n,,t,.(xi)/n,,f(xi) - 1 exceeds 10%. 

v. SAMPLE ALIGNMENT 

In the previous sections, normal incidence of the laser beam 
on the side face of the device has been assumend. However, 
an oblique transition of the probing beam into the device has a 
sensitive influence on the averaged interaction with the carri- 
ers along the optical path. Fig. 7 and 8 illustrate the error due 
to non-normal incidence of the probing beam. The numerical 
results from the rigorous model are compared with a simple 
analytical estimate. It is based on the average carrier concen- 
tration along a beam path tilted by an angle 0 in the interior of 
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Fig. 8. Relative error for non-normal incidence. 

the device 

(3)  
where 0 is related to the angle of incidence !@ by the refraction 
law. 

However, due to temperature-induced gradients of the re- 
fractive index, an additional internal deflection gives rise to 
a curved propagation of the probing beam. Therefore, the 
numerical result is not symmetric with respect to 0 = 0. 
Nevertheless, together with the analytical estimate it clearly 

25 1 



demonstrates that a non-vanishing angle of incidence can 
easily introduce an error of several 10%. An accurate sam- 
ple alignment therefore constitutes a decisive precondition for 
precise and reliable measurements results. 

V I .  APPLICATION EXAMPLE 

The measured carrier distribution in the interior of power 
devices provides valuable information for calibrating a numer- 
ical device simulator and for optimizing the device perfor- 
mance. As an example to demonstrate the benefit of absorp- 
tion measurements, the carrier distributions in the interior of 
a high voltage diode at different current densities were inves- 
tigated. The excellent capabilitities of the optimized experi- 
mental setup are reflected in the smooth profiles which, e. g., 
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Fig. 9. Carrier distribution for various current densities. 

facilitate a precise extraction of the carrier lifetime. These data 
were used to calibrate the carrier lifetime model of a general 
purpose device simulator [4]. Thus, a generally valid set of pa- 
rameters for this kind of device technology can be found which 
accurately reproduces the carrier distribution at all current den- 
sities (cf. Fig. 9). 

V I I .  CONCLUSION 

We have presented a comprehensive analysis of free car- 
rier absorption measurements which includes the effects due to 
the sample preparation and the measurement process itself. A 
physically rigorous simulation strategy of the entire measure- 
ment process has been employed to carry out ”virtual experi- 
ments’’. Quantitative results for the optimum sample geometry 
and the corresponding angular aperture of the probing beam 
have been obtained and the effects of a possible misalignment 
of the device under test have been investigated. In summary, 
we conclude that the simulation of the complete measurement 
process constitutes a valuable methodology to identify and to 
tackle the most significant sources of error and to assess the 
accuracy of the optimized experiments. 
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