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Abstract-A single-particle approach to Monte 
Carlo device simulation is presented where the sim- 
ulation is stopped when the error for the drain, sub- 
strate or gate current is below a predefined error bar. 
This is achieved by alternating an ensemble simula- 
tion in the contact elements, used for the injection 
of a carrier, with a single-particle simulation in the 
active device area, thus enabling stochastically in- 
dependent current estimates. Together with efficient 
Monte Carlo techniques, leading to CPU times of 
typically one hour per bias point, this makes full- 
band Monte Carlo “affordable” for the simulation of 
submicron MOSFETs. 

I. INTRODUCTION 

Full-band Monte Carlo device simulation has 
been established as a powerful tool for the inves- 
tigation of ballistic and hot-electron effects occur- 
ring in deep submicron MOSFETs [l], [2].  How- 
ever, there are two drawbacks associated with this 
device simulation approach which have so far pre- 
vented its widespread use. One major concern was 
the computation time involved, but this problem has 
been greatly reduced by the frozen-field approach 
[ 3 ] ,  a phase-space steplike propagation within the 
self-scattering scheme [4] and an efficient treatment 
of the state-after-scattering selection [5] as well as 
of impurity scattering [6] .  The other obstacle is the 
statistical fluctuation of the current estimators, the 
(bias-dependent) error of which could not be deter- 
mined without an a priori knowledge of the corre- 
sponding correlation times. So far, progress in this 
respect was only achieved for substrate current cal- 
culations [5] ,  where a single-particle simulation is 
restricted to a window of the device, but this method 

may involve a more serious error by using beyond 
the frozen field also the drain current from the clas- 
sical device simulation for the formulation of the 
boundary conditions on the window interface [ 3 ] ,  
[5] .  It is therefore the aim of this paper to solve the 
error-control problem for drain, substrate and gate 
currents in submicron MOSFETs within the frame- 
work of the efficient full-band Monte Carlo algo- 
rithms mentioned above. 

11. AUTOMATIC ERROR CONTROL METHOD 

The central problem in achieving the above goal is 
the necessity to generate stochastically independent 
estimates of the currents, thus enabling the applica- 
bility of the textbook formula for the standard devia- 
tion, and at the same time to fulfil the ohmic bound- 
ary condition of the Boltzmann equation along all 
metallic contacts. The solution is based on a real- 
ization of the ohmic boundary condition within an 
ensemble Monte Carlo (MC) simulation [7] ,  where 
an equilibrium MC simulation (i.e. with vanishing 
field) is performed in contact elements. When a par- 
ticle in a contact element hits the border of the con- 
tact element, it is set back at the opposite side of 
the element with an unchanged momentum. If the 
border is adjacent to the semiconductor area of the 
MOSFET, a copy of this particle is injected. On the 
other hand, a particle from inside the device hitting 
the border to a contact element is taken out of the 
simulation. 

Our new idea consists of the combination of 
an ensemble equilibrium simulation of equally 
weighted electrons in the contact elements, dis- 
tributed according to the equilibrium density, and 
a single-particle approach (SPARTA) in the active 
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Fig. 1. Schematic structure of a MOSFET with 14 electrons in 
4 contact elements. 1) During the ensemble simulation at ther- 
mal equilibrium in the 4 contact elements, one electron hits the 
border to the active region, and a single electron is injected. 2) 
While traversing the device, the electron suffers several scat- 
tering processes. 3) The single electron hits a contact element 
and is absorbed. A new ensemble simulation in the contact 
elements begins. 

domain, where the single electron carries within 
the frozen-field approximation the integrated elec- 
tron charge of the classical device simulation. This 
scheme is illustrated in Fig. 1. When an electron hits 
the border with the active domain during the ensem- 
ble simulation in the contact elements, it is injected 
at the corresponding position. In this way, the ohmic 
boundary condition is taken into account. The in- 
jected single electron is simulated until it hits the 
border of a contact element, where it is absorbed, 
and a new ensemble simulation in the contact ele- 
ments begins. The statistics gathered along the elec- 
tron trajectory by the just-before-scattering method 
[8] is, on the other hand, used for an estimate of 
the different currents, and the estimates for differ- 
ent electron trajectories are independent from each 
other due to the stochastic nature of the particle in- 
jection and absorption (Actually, for efficiency rea- 
sons, current computations are not performed for 
each single trajectory, but after 30000 trajectories). 

111. CURRENT ESTIMATORS 

The drain current ID is estimated by the test- 
function method of Yoder [9], [lo], taking the den- 
sities and velocities entering the test-function opti- 
mization [ 101 from the drift-diffusion solution. The 

substrate and gate currents are computed via 

ISubs = e d2r n(r) (sII>(r) (1) s Device 

IG = e ke n(r) 3 (UTI T) (r) 7 

and 

1 
(2) 

respectively, with SII denoting the impact ionization 
scattering rate, n the electron density, U,., the veloc- 
ity normal to the gate interface, and T the tunnel- 
ing probability calculated with the WKB approx- 
imation. The two-dimensional integration in Eq. 
(1) is over the whole active device area and the 
one-dimensional integration in EQ. (2) is along the 
gate oxide. Since only one electron is simulated, 
phase-space elements are visited according to the 
distribution of real electrons. In deep-submicron 
MOSFETs under normal operation conditions, this 
is advantageous for the above current estimators, be- 
cause the relevant regions (source-side of the chan- 
nel for the gate current IG in the dominant direct- 
tunneling regime [ 1 11, high-velocity region at the 
drain-side of the channel for the drain current I D ,  

and the drain-side LDD region for the substrate cur- 
rent ISubs) exhibit high electron densities and/or high 
electron temperatures. Hence, a large amount of 
statistics is gathered by the just-before-scattering 
technique in those phase-space elements, which de- 
termine the respective currents within the above es- 
timators. Other details of the full-band Monte Carlo 
model are published elsewhere [12], [13]. 

Iv. SIMULATION RESULTS 

The simulated n-MOSFET is displayed in Fig. 2, 
and the resulting current characteristics can be seen 
in Figs. 3 and 4, where the simulations were per- 
formed until the relative error had reached a prede- 
fined value. Fig. 5 shows for an example the evo- 
lution of the error as a function of the number of 
current computations. Finally, the number of cur- 
rent computations necessary for typical errors are 
reported in Fig. 6 for all three kinds of currents as 
a function of the applied voltage. It can be seen that 
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Fig. 2. Structure of the simulated n-MOSFET. The maximum 
n-type dopings are ND = 1.5 x 10’’ and ND = 5 x 
lo1’ cmW3, respectively, and the constant p-type doping is NA 
= 1 x 1018 ~ m - ~ .  The measure in the figure is nm. 
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Fig. 3. Substrate current (at a drain voltage of VDS = 1.5 V) 
as a function of the gate voltage, ISubs(VGS), and gate current 
(at a gate voltage of VGS = 1.5 V) as a function of the drain 
voltage, IG(VDS), respectively. 
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Fig. 4. Drain current (at a gate voltage of VGS = 1.5 V) as a 
function of the drain voltage, ID(VDS). 

these numbers are in the same order for all voltages 
except the smallest ones, so that with a single run 
also useful results for the two other currents will be 
obtained. The computational effort is in the order 
of one hour CPU time per bias point on a 500 MHz 
Alphaserver 21264 except for the lowest voltages. 

V. SUMMARY 

In conclusion, a new single-particle approach 
(SPARTA) to Monte Carlo device simulation has 
been developed. It allows using predefined error 
bars for drain, substrate or gate currents, and typ- 
ically requires one hour CPU time per bias point, 
thereby making the full-band Monte Carlo method 
viable for the simulation of MOSFETs in the deep 
submicron regime. 
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Fig. 5. Relative errors of substrate, gate and drain current as a 
function of the number of current computations. Each current 
computation refers to 30000 electrons, which have consecu- 
tively traversed the device. 
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Fig. 6. Number of computations necessary for the error falling 
below the error bar. The bias point 1 ~ = 8  Ncm at VDs=l.O 
V requires e.g. 1 hour CPU time on a 500 MHz Compaq Al- 
phaserver. 
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