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Abstract-Until recently most interconnect models took into account ca- 
pacitances and resistances only. With operating frequencies in the GHz 
regime the effect of the magnetic field can no longer be neglected. In- 
ductances, skin effect, and transmission line behavior have to be consid- 
ered carefully. For many complicated topographies, where lumped or one- 
dimensional distributed models do not reach the required accuracy, three- 
dimensional quasi-static or even full-wave models are required. Since the 
amount of power dissipated in the interconnect structures is increasing, 
thermal interconnect modeling is also gaining importance, especially for 
Silicon-On-Insulator chips and low-k materials. We shall demonstrate how 
simulation tools keep pace with these demands. 

I. INTRODUCTION 

In modern deep submicron VLSI circuits interconnects play 
an increasingly important role. Due to the steady increase in 
device speed and clock frequencies in the GHz regime the influ- 
ence of the interconnects parasitics on circuit behavior becomes 
significant, sometimes even dominant. Hence, highly accurate 
interconnect analysis has become essential. 

In the 1980’s interconnect line widths were around 1 pm and 
their resistance was not a major concern. The line was modeled 
as a single lumped capacitor, with a capacitance value propor- 
tional to the area of the wire (plate capacitor model). Because 
the aspect ratio of the wires was low, coupling between adjacent 
wires could be neglected. As the line widths got smaller the 
resistance of the interconnects increased and had to be consid- 
ered during circuit simulation. The signal delay was calculated 
with a single RC time constant (Elmore delay). More accurate 
capacitance models had to be developed, that included fring- 
ing fields. With high aspect ratios, crosstalk between neighbor- 
ing lines becomes significant and has to be implemented in the 
models. Taking into account the distributed nature of the capac- 
itance and resistance, extraction of coupled RC-networks with 
many lumps has become necessary. Inductance has been consid- 
ered in printed circuit board and package design for a long time. 
With higher frequencies transmission line effects occur, hence, 
inductance of on-chip interconnects can no longer be neglected. 
This is especially true for long interconnect lines as used for 
clock and power distribution, global busses, and other long low- 
resistance interconnects optimized for high performance. Al- 
though global interconnects represent only a small percentage 
of the total wiring, many of these nets are “critical paths” and 
the delay on these lines has a direct influence on the system cy- 
cle time. More complex models for delay and impedance have 
been developed, that account for self-inductance and inductive 
cross-talk. As the wave-lengths of the signals reach the geo- 
metric feature sizes of the interconnects, quasi-static simulation 
becomes too inaccurate and full-wave models are required. The 

gap between digital and microwave designs is becoming narrow. 
Higher current densities make the interconnects vulnerable to 

electromigration which has to be considered during the design 
and verification process. A significant amount of the total power 
is dissipated in the interconnects. Therefore, also thermal inter- 
connect models are needed to prevent elevated temperature and 
guarantee system reliability. 

11. INTERCONNECT MODELING 

Parasitic interconnect effects, like attenuation caused by resis- 
tive voltage drops, delay times, crosstalk (caused by capacitive 
or inductive coupling or by the substrate), reflections incurred by 
discontinuities, skin-effect, eddy currents (e.g. in spiral induc- 
tors) and electromagnetic radiation can be characterized by cal- 
culating the electric and magnetic fields. This is done by solv- 
ing Maxwell’s equations or some simplification thereof, either 
in time- or frequency domain. Time domain models can easily 
include non-linear parts of the system and are commonly used 
in circuit simulators (e.g. SPICE). The computation time is pro- 
portional to the period of time that has to be simulated and the 
maximum frequency. Therefore these methods get inefficient 
when very high frequencies occur. It is not possible to consider 
frequency dependent material properties (permittivity) with time 
domain methods. On the other hand, frequency domain models 
cannot handle strong nonlinearities. 

The conventional approach to model the interconnects para- 
sitics is to extract global electric parameters (resistance, capaci- 
tance, inductance) and build a lumped model that approximates 
the characteristics of the interconnect to a certain extent. This 
model then can be evaluated with a circuit simulator like SPICE. 
With higher operating frequencies more accurate results can be 
obtained with distributed models in one (transmission lines) or 
three dimensions. 

111. PARASITICS EXTRACTION 

Accurate parameter extraction is key for a successful simula- 
tion. An immense number of such extraction methods have been 
reported in the literature-the next subsections shall give a short 
summary. 

A. Capacitance Extraction 

Capacitances can either be calculated analytically, which is 
only possible for very simple structures (e.g an infinitely long 
straight line over a ground plane [ l]), with geometric models or 
pattern matching methods which are very fast, but inaccurate for 
complex geometries with many layers [2-6], or with numerical 
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methods based on the solution of the Laplace equation, which 
have naturally a higher CPU-time and memory consumption. 

The two most popular numerical techniques are the boundary 
element method (BEM) and the finite element method (FEM). 
The BEM [7-91 uses an integral formulation based on Green’s 
functions. It results in a small but full system matrix and is most 
efficient for regular stratified dielectrics. Acceleration is possi- 
ble with the multipole method or by neglecting the influence of 
far apart conductors [lo-123. 

The FEM [ 131 discretization gives a large, but sparse matrix. 
Therefore fast, iterative solvers usually are applied. It is most 
flexible and exhibits a good numerical stability. 

A combination of BEM and FEM, the so-called hybrid 
method, combines the advantages of both [ 141. Areas with strat- 
ified layers are calculated with the BEM, for non-planar regions 
the FEM is used. Special care must be taken at the interfaces. 

Another approach .to combine the advantages of volume ori- 
ented methods like FEM and the boundary element method is 
called measured equation of invariance. This method achieves a 
small but also sparse system matrix. The numeric effort is dom- 
inated by the evaluation of Green’s functions. A speedup can be 
obtained by a variant, called geometry independent measured 
equation of invariance [15]. 

Capacitance can also be calculated with stochastic tech- 
niques, like the random walk method [16,17]. It’s low memory 
consumption makes it suitable for full-chip extraction. 

B. Resistance Extraction 

The interconnect resistance can either be approximated with 
polygonal decomposition models [ 181 (e.g. by “counting 
squares”), or calculated numerically with FEM. Here, the FEM 
seems to be most accurate and robust, however at the cost of a 
higher computational effort. Speedups can be obtained by opti- 
mizing the elimination order of the Gaussian solver [ 191 and by 
introducing articulation nodes [20]. 

C. Substrate Resistance 

Crosstalk can be caused by coupling over the substrate. 
Therefore it is necessary to extract the substrate resistance. Cou- 
pling to the substrate can be caused by the bulk contact of tran- 
sistors, diffused resistors, interconnects with a large substrate 
capacitance, or noisy supply lines with substrate contacts. Sen- 
sitive parts of the circuit may be influenced, especially in mixed- 
signal applications. Substrate resistance calculation is also per- 
formed with FEM, BEM [21-231 or geometric models [24]. 

D. Inductance Extraction 

Strictly speaking inductance is defined only for closed current 
loops. Therefore the inductance of a wire depends on the current 
return path (and thereby on the signal frequency) which may be 
unknown. Assuming that the return-path is in the substrate gives 
at least a worst-case estimation. Another approach is the defini- 
tion of partial inductances, where an infinitely far return path is 

assumed. Partial inductances may be included into circuit simu- 
lations, but will increase the system matrix size significantly. 

Most inductance calculation methods are based on a numeric 
solution of the integration of Neumann’s formula for a precal- 
culated current density distribution. The current density is cal- 
culated either statically by solving the Poison equation, or in 
time-harmonic domain. The integration can either be carried 
out analytically for simple geometries, numerically, where spe- 
cial attention has to be paid on the singularities of the integrand 
[25], with the Monte Carlo method [26], or by calculating di- 
rectly the magnetic vector potential [27]. 

The partial element equivalent circuit (PEEC) method can 
be used for inductance-only extraction as well as for combined 
RLC extraction [28-311. 

If execution speed is not the major concern simulators based 
on the FEM reach the highest flexibility since they may be ap- 
plied for nonlinear, inhomogeneous problems and achieve high 
accuracy for all above given applications. 

IV. TRANSMISSION LINE MODELS 

For certain applications lumped models based on extracted 
parameters are not adequate to describe the circuit behavior and 
the coupled system must be examined. For long low-resistance 
interconnects in TEM or quasi TEM configurations transmis- 
sion line models based on the telegraph equation do a good job 
[32,33]. These models rely on the distributed resistance, ca- 
pacitance, inductance, and conductance of the line. For higher 
frequencies skin effect may occur and these parameters get fre- 
quency dependent [34,35]. When the inductivity is neglected 
the telegraph equation becomes an diffusion equation and the 
solution can be calculated in time domain analytically [36]. The 
transmission line model can be extended to include crosstalk be- 
tween multiple lines or lines over lossy substrate [37]. Transmis- 
sion line models are usually evaluated in the frequency domain. 
For practical applicability in circuit simulations approximations 
in time domain can be derived [3840]. 

V. THREE-DIMENSIONAL ANALYSIS 

For most accurate results Maxwell’s equations have to be 
solved in three dimensions. Depending on the problem certain 
simplifications can be made: Quasi-electrostatic simulation can 
be applied when the effects of the magnetic field can be ignored 
(i.e. the resistance dominates over inductance). Therefore the 
electric field is assumed to be irrotational and is expressed by a 
scalar potential. Quasi-magnetostatic simulation is used when 
the capacitive displacement current can be neglected (i.e. induc- 
tance dominates over capacitance). This approach is commonly 
used for the calculation of inductances under the influence of 
the skin-effect. Quasi-static simulation combines the first two 
methods. Only the time-derivative of the electric displacement 
is neglected in the first of Maxwell’s equation. Thereby a for- 
mation of electromagnetic waves is not possible. This method 
is applicable when the geometric dimensions of the simulated 
structure are small compared to the wavelength in the direction 
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perpendicular to the signal propagation. All of the above simu- 
lation modes can be expressed by Poisson equations, which can 
be solved with finite element or finite difference discretization 
schemes. 
Full-wave simulation takes the complete set of Maxwell’s 

equations into account. Usually the equations are solved in the 
frequency domain. Time domain solutions are possible but may 
lead to numeric instabilities and boundary conditions may be 
difficult to model, especially for radiation. The method is very 
CPU intensive and only small parts of the layout can be sim- 
ulated. Hybrid methods based on model-reduction techniques 
[41] have a better performance. 

VI. MODEL-ORDER REDUCTION 

The discretization of three-dimensional partial differential 
equations leads to a large algebraic system which cannot effi- 
ciently be incorporated into a circuit simulation. Its represen- 
tation must be considerably compressed through reduced order 
modeling techniques to generate a macromodel with a lower 
complexity. The reduced order model should capture with suffi- 
cient accuracy the input-output behavior of the original system 
in the desired frequency range and should have efficient repre- 
sentations in both time and frequency domains. Model-order re- 
duction is usually performed by projecting the system matrices 
into smaller “sub-spaces” e.g. by Pad6 approximation [42,43]. 
These methods do not maintain passivity of the reduced model. 
A general method for obtaining passive reduced order macro- 
models is presented in [44]. 

Model-order reduction techniques may only be applied to lin- 
ear systems. They are only necessary if numerous simulation 
runs are required, since their numerical effort is comparable to 
or larger than one direct solution of the full system. 

VII. RELIABILITY 

Reduced wire cross-sections imply higher current densities 
resulting in an increasing power-loss density and thus higher 
temperatures. Thermal simulation becomes necessary to find 
a limit for the maximum current in a wire [45]. This is espe- 
cially important for low-k materials which have a smaller ther- 
mal conductivity than oxide and for Silicon-On-Insulator chips, 
since the heat transfer through the insulating oxide causes in- 
creased temperature [46]. Thermal simulations are of utmost 
importance for electrostatic discharge protection circuits [47]. 

To calculate the temperature profile the heat conduction equa- 
tion has to be solved numerically. Adiabatic approximations are 
only possible for very short pulses (t < 10 ns) [48]. For ac- 
curate simulation of the steady state temperature the simulation 
area has to be rather large. If the chip is not mounted directly on 
a good thermal conductor it may be necessary to include pack- 
age and pins [49]. 

Analytic thermal models can be developed for certain struc- 
tures [50] but must be calibrated by numeric simulation. 

To include thermal models in circuit simulation it is possible 
to simulate a thermal circuit, where temperature is replaced by a 

voltage and heat flow by an electric current. Similar to the cal- 
culation of electrical resistances and capacitances also thermal 
resistances and capacitances can be extracted [5 13. 

Interconnects exposed to high current densities for a long 
time (e.g. power supply lines) are susceptible to electromigra- 
tion. Electromigration is a complex directional diffusion pro- 
cess whose driving force is the current density, but depends on 
many other factors, e.g. temperature, mechanical stress [52], 
line length and cross-section. Simple electromigration models 
are based on Black’s equation [53]. They have to be calibrated 
with experiments and are only reproducible for similar geomet- 
ric structures. Atomistic models are computationally very ex- 
pensive and depend on some poorly known factors (e.g. location 
of grain boundaries). Therefore, they cannot be used for layout 
verification purposes. Practical and accurate electromigration 
models are still an unsettled issue. 

VIII. DESIGN 

Interconnect parasitics extraction is most important for post 
layout verification. Simple geometric models are sufficient in 
most cases. Only for “critical nets” highly accurate three- 
dimensional simulation is required. However, with higher clock 
frequencies and increasing total interconnect length also the 
number of critical nets increases and the need for highly accu- 
rate models will become more evident. 

The correction of the errors detected during the post layout 
verification process may introduce new errors that have to be 
corrected again. As the number of critical nets rises it is more 
likely that errors occur and the rerouting/verification loop has to 
be repeated many times, which will make the design process in- 
efficient and costly. Therefore the parasitics of the interconnects 
have to be considered during the design phase at the earliest 
possible stage, e.g. device placement and routing. Since at this 
stage the full topographic information of the interconnect stack 
is not yet available, the models have to make certain assump- 
tions based on statistical information. These models should give 
an estimate of the delay caused by the interconnects and their 
impedance. Optimization should be performed on minimum 
signal delay during placement, and the driver sizes must also 
be tuned to minimize delay and to prevent ringing. For global 
interconnects the signal delay can also be reduced by the inser- 
tion of buffers [54-571. 

IX. SOFTWARE 

Basic requirements for practically useful simulation software 
are stability and accuracy. The accuracy must be known and 
controllable (runtime/accuracy tradeoff). 

Therefore the interconnect simulators should automatically 
identify critical nets and select appropriate models. To reduce 
the required CPU time the simulation domain can be divided 
into several regions applying models of different complexity ac- 
cording to the necessity on accuracy. The challenging task is 
to develop a general algorithm for automatizing this partitioning 
process and to find suitable models for the interfaces [58,59], 
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because high frequencies cause complex interaction between 
structures, that traditionally could be analyzed separately. 

Commercial TCAD vendors present a wide range of solutions 
for interconnect simulations. These tools (e.g. [60-63]) provide 
R(L)C extraction, SPICE netlist generation, Poisson equation 
solvers and furthermore some features as e.g. simple electromi- 
gration models [64] are also offered. 

X. APPLICATION EXAMPLES 

Simulations are performed with the program package SMART 
ANALYSIS PROGRAMS [65]. We present the analysis of 
a double layered spiral inductor with the following dimen- 
sions: area = 226 x 262 pm, metal width = 18 pm, wire- 
spacing = 18 pm, the height of the spiral inductor and the dis- 
tance between the two layers mount  2.7 pm. The magnetic 
field of the spiral inductor (Fig. 1) was calculated with the mag- 
netostatic vector potential. Additionally, the inductance was 
computed by evaluation of the Neumann formula resulting in 
5.62 nH. 

In Fig. 2 an example of a via structure with actual Cu-Ti lay- 
out is shown. The hottest spot (T = 367 K) is detected on the 
rightmost via, where the highest current density is observed, 
near the TiN-barrier. The high resistivity of the TiN barrier 
causes a large voltage drop at the bottom of the W-plug result- 
ing in a high heat generation rate [66]. The bottom of the Si- 
substrate is kept at constant temperature of 24OC. 

XI. CONCLUSION 

In summary we can find three starting points for further reduc- 
ing and controlling parasitic effects namely design, simulation, 
and materials. 

During the design new routing strategies that better account 
for transmission line effects, the introduction of ground planes 
or shielding wires will help to control on-chip inductive effects. 

New simulation methods are required that are more accurate, 
efficient, robust, and flexible. 

The migration from Aluminum to Copper lowers the inter- 
connect resistivity by 40 % [67]. Together with the introduction 
of low-k dielectrics the RC time constant can be reduced by a 
factor of 6. However, decreased resistance and capacitance will 
bring out inductive effects more intensively, thus increasing the 
importance of numerical inductance extraction methods. 
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