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Abstract 

It is widely known that a fundamental role in the evolution of modern solid-state devices is 
played by scaling theories. The constant increase of the circuit complexity, the reduction of their 
dimensions and power consumption, in fact, is made possible mainly due to device shrinking. Of 
course, this progress wouldn't have happened without the parallel evolution of semiconductor 
technologies, which, in turn, probably wouldn't have progressed this much if the performance 
limits of MOS transistors had been reached sooner. Therefore, it is important to understand 
and try to predict these limits, possibly to avoid them circumventing their origin, ultimately 
to delay as much as possible the need of a different technology. To this purpose, from the 
theoretical side it is important to identify the correct physical frame in which investigations 
have to be performed, with the aim of bridging the gap between experiments and models, and, 
in essence, to be confident on the prediction ability of the simulation tools. In this paper we 
focus our attention on the modeling of quantum effects in MOS transistors, presenting some 
recent applications concerning quantum effects in MOSFETs. 

1. Introduction 

Scaling strategies fix strict rules to properly reduce the device dimensions with an overall increase 
in device performance [1, 2]. In particular, high doping concentrations (as 1018cm~3) and thin gate 
oxides (ss 3nm) are required to limit 2D short-channel effects (SCE) in ultra-short (US-) MOSFETs 
with gate length (L<j) below 0.1 ;<m [3]. 

This results in a sensible quantization at the Si-Si02 interface of the MOS system, whose main 
consequence is a relevant reduction of low-field mobility with respect to bulk silicon [4]. In particular, 
higher channel doping concentrations produce stronger energy quantization that, in turn, causes 
quantum induced threshold voltage shift (Q-DV) [5, G]. In addition, the displacement of the charge 
distribution from the interface causes a gate capacitance reduction with respect to Cox = eox/ tox 
[7, 8], that becomes more relevant as tox is scaled down and the channel doping is decreased. 

This experimental evidence is sufficient to state the limitation of classical models, where the charge 
density peaks at the Si-Si02 interface, and suggests that quantum physics shall be in some way 
included inside charge transport models to describe these effects on a quantitative basis. 

2. The modeling framework 

A possible way, as usual, is to approach the problem in the most fundamental way, i.e. solving the 
whole transport on a quantum mechanical basis. Several treatment of the quantum transport prob
lem have been proposed in the literature, based on different formalisms, such as density matrix [9], 
Green's functions [10, 11], and Wigner function [12, 13]. In our opinion, however, the fully-quantum 
analysis of carrier transport is still computationally too intensive to be used for the simulation of 
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real devices. For this reason, decoupled approaches have been proposed, to include quantum features 
inside the standard tools for devices transport simulation. In practice, this often means to solve 
some form of the steady-state Schrodinger equation to find the eigenvalues of the problem, and to 
spend this information inside a traditional simulator. This has been proposed in different ways 
[14, 15, 16, 6, 17, 18, 19]. 

However, since most of the methods have to deal with time-independent Schrodinger equation, whose 
solution can be a non trivial task especially in 2D, a small, thus limited, overview of some possible 
approaches to its solution may be of some help. 

In principle, the time-independent Schrodinger equation describes the coherent motion of an electron 
subject to all internal potentials: that induced by the crystal to whom the electron belongs (Uc), that 
duo to the effect of external forces on the internal potential (UB), and that induced by perturbations 
(i.e. scattering processes) of different nature (Us)-

- ^ V 2 * ( r ) + [UE(r) + Uc(r) + Us(r)} *(r) = e *(r) (1) 

where no time dependence has been assumed also in the scattering potential. Since for simplicity we 
limit ourselves to the case of the coherent motion of particles, the scattering potential is assumed to 
bo zero. 

Usually, the effect of the crystal goes inside the so called band structure, computed at different level 
of approximation. This results in a new equation with the same form as the original one: 

e(-zV) *(r) + UE(r) * 0 ) = £ ¥(r) (2) 

where the rapidly varying internal potential Uc(r) lias formally disappeared but its contribution 
has been actually taken into account by the differential operator e(-iV), where this notation means 
that the e(kx,kv,kz) function (i.e. the band structure) reads e ( - i j ^ , —i-§-,— »'JJ) after the usual 
substitution of quantum mechanics. This equation is called envelope function equation, meaning 
that its eigenstates, i.e. its solutions, don't oscillate on the atomic scale of the crystal, but describe 
a sort, of envelope behavior of the electrons, as if they were subject to the efTect of external forces 
only, which is a much more slowly varying potential inside the crystal. Although in this form, the 
equation is still not easy to solve, due to the complexity of the differential operator. However, in 
principle it can be solved numerically in the momentum representation [14, 20]. 

To further simplify the description, isotropic parabolic mass approximation is often assumed. In this 
case the differential operator goes back to its original form, but the free electron mass is replaced 
with the effective mass, representing the electron around the energy minimum of the crystal band 
structure: 

- 2 ^ V 2 * ( r ) + t / E ( r )* ( r ) = e*(r ) (3) 

This approximation is widely used and can be considered reasonably accurate when dealing with 
semiconductors with low anisotropy, as it is the case of conduction band electrons in silicon, and/or 
when a rather low energy regime can be assumed. Corrections to account for the non-parabolicity 
of the bands can be easily included through first order perturbation theory (14, 21], extending the 
validity of the model to slightly higher energies. 

From the numerical point of view, the natural way to solve the Schrodinger equation is to discretize 
it in the r representation, i.e. to replace the differential operator with its finite differences equivalent: 

V2 f„ -i -ft-' ~ 2^< + •fa-1 + •ft-1 ~ 2h + -ft+1 (4\ 
V Ui ^ (Ax)2 + (A!/)^ w 

whoie (i,j) arc the index of a generic node of the 2D space grid, to substitute the potential t /e(r) 
with its discrete (say piccewise linear) approximation U'J and solving the resulting system of linear 
equations. In the ID case and for uniform real space discretization, many solutions of a tridiagonal 
system of equations must be performed, the second derivative connecting each grid point to its 
two nearest neighbors. In the 2D case, instead, the node connectivity is higher, thus the resulting 
matrix is no longer tridiagonal. Given the number of grid nodes needed to describe in some detail 
a MOS structure, the matrix can be of some size if stored in a dense form. However, since the node 
connectivity is usually limited, the use of the sparse representation is certainly of some advantage. 

Similar results can be obtained in the frame of the finite elements formalism [22, 23]. In this case a 
variational approach is used, where the energy related with the linear functional associated with the 
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difierentiaUpcrator gets minimized in presence of a family of trial (for example piccewise linear) 
solutions *: _ ,_. 

<*|W|*> = e (*|*) (5) 
The method gives rise to a linear system of equations equivalent to that obtained through finite 
differences, a part from the more sound mathematical basis of the finite element approach, whose 
level of accuracy can also be increased by using higher order shape Junctions to better approximate 
the general solution [22, 23]. 
All methods to solve the Schrodinger equation in its r representation, unfortunately, suffer for a 
serious intrinsic limitation: since wave functions related to subsequent eigenvalues increase by one 
the number of their space oscillations, the number of grid points needed to describe such oscillations 
at the energies typical of MOS operation are too many to be handled with standard computing 
resources. This is particularly true in 2D systems, where the number of points follows a quadratic 
law of increase. For example, let us take a thermal electron inside the source (for simplicity assuming 
E = OeV there) traveling ballistically towards the drain of a L = 0.1/jm MOS biased at VDS - l-oV. 
From the expression of the electron energy (in the parabolic mass approximation) E = h kx/(2m'x) 
it can be easily derived that, assuming m'x = 0.32m0, the number of oscillations the electron wave 
function performs from source to drain is (kx • L) « 355, which requires a number of points in the 
longitudinal direction twice as bigger, thus a too big number of grid points to describe the MOb m 
2D. 

To overcome the problem, the Schrodinger equation can be solved in the k representation. A 
proper basis of the Hilbert space is chosen, and the cigenfunctions are determined in terms of their 
spectral components. For example, in the case of open boundary systems the general solution of the 
Schrodinger equation can be expressed as the weighted superposition of planes waves: 

*(r) = £ > „ e""- (0) 
n = l 

while in the case of closed systems we can write: 

m=ln=l v ' x " 

In both cases the A'a are the unknown to be determined. The limit of the method stands in the 
number of k components to be included to accurately describe the solution in presence on rapu'hy 
varying potential profiles, such as in the case of tunneling through the discontinuous S1-S1O2-S1 
barrier. From the numerical point of view, this method requires to perform N or Nx • Nv Fast 
Fourier Transforms in the ID or 2D case, respectively, which may result in a sensible computational 
work depending on the number of eigenstates that are needed for the proper description of the 
physical phenomena. In addition, no avantage is obtained from the sparse matrix storage, since the 
evaluation of the matrix elements Ukk. = (*|t/B|*> V*,fc' » required, resulting in a dense matrix. 
All the previous methods assume that no simplifications are made on the potential profile A last 
solution method, again in real space, relies instead on a simplification than can be applied to the 
potential profile. In general, the case of 2D open boundary systems cannot be solved by separation 
of variables, due to the non separable nature both of the potential profile and of the boundary 
conditions. However, the system can be discretized into strips, and in each of them, say the n ', the 
potential can be considered constant along one direction, say y: 

UE{.x,y) = VS + Vn(x) (8) 

The approximation, in essence, substitutes the y dependence of the potential with a piccewise con
stant form, which can be acceptable if the number of strips is sufficiently high where the variation 
of the potential in the y direction is large. Under this assumption, the general solution inside the 
l"' strip can be written as:. 

n = l 

where N is the number of bound states £'„ in the x direction inside the l"1 strip, k'y is the y wave 
vector component inside the l"1 strip that relates to the total energy of the cigenstate through the 
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relation E - U$ = Ex H—2m". , mj and mj the effective masses in the two directions, and where 
we have assumed open boundary conditions injecting in the y direction only. Then, the global 
eigenfunctions, i.e. the A'„ and B'n complex constants, can bo obtained imposing the y continuity 
of the \P'(i,y') and of their first derivative in N points along the x boundary of each strip, and 
imposing the global boundary conditions. 

3. Applications to conventional MOSFET devices 

So far the more relevant applications concerning the quantum simulation of MOS devices have con
sisted in ID studies. In fact, under the assumption of negligible electric field in the longitudinal 
direction, translational symmetry can be assumed along the directions parallel to the Si-SiC>2 inter
face, electrons being quantized in the normal direction only. Under these assumption, separation 
of variables leads to a ID Schrodinger equation [24, 25]. As application of this methodology, we 
simulated one-dimensional MOS capacitors representative of both bulk and SOI technologies. 

The issues of Q-DV, low-field electron effective mobility, and gate-to-channel capacitance have been 
investigated by a one-dimensional approach. Therefore, the results obtained are valid for low ap
plied drain-to-source voltages, i.e. in the linear MOSFET regime, or, more in general, when two-
dimensional effects can be assumed to be small. Despite to this limitation, the results of this approach 
are anyway valid as a comparison between the different doping solutions analyzed. In fact, since 
the concept of short MOSFET (i.e. suffering of relevant 2D short channel effects) is relative to the 
adopted technology, even a 0.1 micron MOSFET fabricated with a 50 nm technology and operating 
at low voltages [3] can be considered as a long channel device. Therefore, for such a device ID results 
are relevant. 

The simulations were carried out by self-consistently solving the Poisson and Schrodinger equations 
in a Gummel-like iterative procedure [20]. The envelope function equation is solved to determine 
the eigenvalues and eigenvectors of the system. In this solution, the six-fold ellipsoidal symmetry is 
assumed for the silicon, with the usual values for longitudinal and transverse masses (0.19 and 0.915 
in free electron mass units, respectively), together with a parabolic energy vs. k-vector dispersion 
relationship, adequate for the case of n-channel MOS structures [21]. A zero wave function boundary 
condition is forced at the quantum system boundaries, i.e. in the substrate and at the oxide interface. 
Therefore, wave function penetration into the oxide is neglected. 

4. Simulated devices and results 

We considered bulk MOS structures featuring an ideal doping profile, as could be obtained by 
epitaxial growth. A low-doped EPI (with doping concentration NE/>/ and thickness tEPi) covers 
a highly doped region (doping concentration N/i) acting as a background plane to suppress punch-
through. The purpose of the surface layer is to improve low-field mobility by reducing the transverse 
electric field (TEF) (i.e. surface roughness scattering) and the effect of ionized impurities. Since 
we are investigating a possible structure for MOS devices with La < 0.1 /nn, wo assumed very thin 
oxide (typically tox=3nm) and epitaxial-layer thicknesses (ts/ as thin as 10 nm). 

SOI devices are also investigated since they are proposed as an alternative to bulk MOSFETs for 
the fabrication of devices with gate length around 0.1/im and below. In particular, the double-gate 
MOS structure (DGM) has been proposed due to its superior control of short channel effects, the 
lower sub-threshold leakage, and the higher currents compared to a single-gate SOI MOS (SGM) of 
same area [27, 28, 29]. In our simulations we considered very thin silicon film MOS SOI devices ( ts/ 
down to 2.5 nm) in order to study the impact of size quantization on the main device characteristics. 
Fig. 1 reports the diagram of the conduction band across the MOS structure and the first 20 quantized 
encigy levels self-consistently computed inside a uniformly doped MOSFET with doping concentra
tion N/ i=lxl0 1 7 cm - 3 and inversion electron sheet concentration N/^v=Gxl012 cm . Compar
ison with a single-gate SOI device, featuring ts/=10 nm and biased for the same inversion layer 
concentration, shows that in the thin SOI case relevant size quantization occurs, as the energy levels 
are more separated from each other. As a consequence, some differences between the two structures 
may be expected in terms of threshold voltage and carrier mobility. 

The impact of the coupling between Schrodinger and Poisson equations in the presence of very strong 
quantization is shown in Fig. 2. When very thin double-gate structures are considered, the quantum 
charge distribution has a very strong impact on the electrostatic potential distribution, which is very 
different from the one computed classically. 
In the following subsections we will discuss the effect of such evidence on threshold voltage, effective 
mobility and gate capacitance results. 
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4.1. Threshold voltage results 

We have simulated the EPI structure with \,EPI down to lOnm and tox down to 3nm, that was in
vestigated in [30] for application to MOSFETs with La down to 50nm. Its threshold voltage (Vr//), 
computed as the linear extrapolation of the simulated quantum inversion charge Qs vs. voltage char
acteristic, has been studied. In particular, we focused on the threshold voltage shift with respect 
to the classical solution (i.e. the Q-DV) for the EPI structure and for the more conventional highly 
doped (UHD) structure obtained setting tEPi~0. Due to the low surface doping, a much lower Q-DV 
could be expected in the EPI case compared to UHD. Instead, similar Q-DV is obtained for UHD 
and EPI with small tEPi- In fact, for tj3/>/=10nm and tox ranging from 3 to lOnm, we obtained 
only a 20% reduction of Q-DV with respect to UHD, showing that this effect does not simply depend 
on the doping at the interface, but rather, a long-range dependence on doping holds. This point 
is emphasized by Fig. 3-a, where Q-DV is reported as a function of tspi- a relatively thick EPI is 
needed to eliminate the quantum effects originated by the presence of the high-doped background 
plane. Fig. 3-b, instead, shows how V77/ can be controlled by properly selecting t^p/ : while the 
UHD MOS presents a threshold voltage that is too large for low supply voltage applications (VDD « 
1-1.5 V) the introduction of the low-doped layer provides a further degree of freedom, additional to 
the doping of the background-plane, for designing the threshold voltage according to circuit appli
cations. The reported results also clearly show that simple Q-DV models based on average channel 
doping values cannot be applied to the highly non-uniform cases needed for US-MOSFETs. 
The case of single- and double-gate SOI structures is reported in Fig. 4, where the threshold voltage 
is reported as a function of silicon thickness for single- and double-gate SOI structures featuring 
uniform doping concentration (1017cm-3) and gate oxide thickness tox=3 nm. By comparing the 
threshold voltages calculated classically and quantum-mcchanically for the SGM case, we notice 
that for large ts / the threshold voltage is coincident with that of the bulk MOSFET for the same 
doping and that quantum calculations provide larger threshold compared to the results of classical 
simulations, as in the usual bulk MOSFET case [5]. As t s ; is reduced to reach the fully depleted 
case, Vr// decreases due to the reduction of fixed charge. In the quantum-mechanical case, the 
threshold voltage starts to increase below a critical thickness (fa 10 nm) due to the reduction of the 
energy density of states that is a consequence of increasing size quantization (see also Fig. 1). A 
similar qualitative picture is found in the DGM case, where a shift of the V-r// characteristic towards 
larger thicknesses occurs due to the presence of the two gates, both contributing to the silicon film 
depletion. 

4.2. Effective mobility results 

We can address channel electron effective mobility starting from Fig. 5, showing the profiles of 
the quantum electron density in structures that feature N/i=lxl0 I B cm"3, NE/ , /=lxl01 6cm_ : l , 
to.v=3nm, and different IEPI- The comparison has been performed for a given inversion sheet 
density above threshold (Ns=3xl01 2cm~ i). For increasing tEpi, charge confinement reduces due 
to the reduction of transverse electric field. 
In fact, the introduction of low-doped EPI effectively decreases the effective electric field (EEF), 
reported in Fig. 0 as a function of \,Epi for a given above-threshold inversion sheet density. Here, 
the EEF has been computed as the mean value of the electric field component normal to the interface 
averaged over the carrier density. Consequently, no surprise if improved effective mobility (/Jeff) is 
obtained for larger tEPi extracting the values from experimental mobility vs. effective field curves 
[4], as it is again shown in Fig. G. 

The /icfr calculated in the relaxation time approximation including the effects of inter- and intra-sub 
band phonon scattering and surface roughness, and consistently with the sub bands and wave-
functions computed solving the Schrodinger and Poisson equations, are given in Fig. 7, confirming 
that a decrease of effective field duo to the reduction of the depletion charge produces an improved 
channel mobility in the epitaxial MOSFETs. It should be mentioned that UHD devices are ex
pected to present even larger disadvantages for low inversion charge densities [4], due to the reduced 
screening of the Coulomb doping scatterer. 

Similar calculations have been performed for very thin single- and double-gate SOI MOSFETs. Fig. 8 
reports the results obtained for SGM structures with uniform doping concentration of 1016cm-3. 
The phonon limited mobility is a non-trivial function of the silicon thickness, since two competing 
mechanisms coexist: a) the reduction of the silicon thickness increases the quantization and decreases 
the available density of states, leading to a mobility enhancement; b) for decreasing ts / , instead, a 
stronger surface confinement of the wave functions occurs, that leads to an increase of the overlap 
factors and, therefore, of the scattering rates and, consequently, to a decrease of the mobility. 
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relation E - US = Ex + 2ln» , m'x and mj the effective masses in the two directions, and where 
we have assumed open boundary conditions injecting in the y direction only. Then, the global 
eigenfunctions, i.e. the A'n and B'n complex constants, can be obtained imposing the y continuity 
of the *'(x,!/') and of their first derivative in N points along the x boundary of each strip, and 
imposing the global boundary conditions. 

3. Applications to conventional MOSFET devices 

So far the more relevant applications concerning the quantum simulation of MOS devices have con
sisted in ID studies. In fact, under the assumption of negligible electric field in the longitudinal 
direction, translational symmetry can be assumed along the directions parallel to the Si-Si02 inter
face, electrons being quantized in the normal direction only. Under these assumption, separation 
of variables leads to a ID Schrodinger equation [24, 25]. As application of this methodology, we 
simulated one-dimensional MOS capacitors representative of both bulk and SOI technologies. 
The issues of Q-DV, low-field electron effective mobility, and gate-to-channel capacitance have been 
investigated by a one-dimensional approach. Therefore, the results obtained are valid for low ap
plied drain-to-source voltages, i.e. in the linear MOSFET regime, or, more in general, when two-
dimensional effects can be assumed to be small. Despite to this limitation, the results of this approach 
are tinyway valid as a comparison between the different doping solutions analyzed. In fact, since 
the concept of short MOSFET (i.e. suffering of relevant 2D short channel effects) is relative to the 
adopted technology, even a 0.1 micron MOSFET fabricated with a 50 mn technology and operating 
at low voltages [3] can be considered as a long channel device. Therefore, for such a device ID results 
arc relevant. 

The simulations were carried out by self-consistently solving the Poisson and Schrodinger equations 
in a Gummel-like iterative procedure [2G]. The envelope function equation is solved to determine 
the eigenvalues and eigenvectors of the system. In this solution, the six-fold ellipsoidal symmetry is 
assumed for the silicon, with the usual values for longitudinal and transverse masses (0.19 and 0.915 
in free electron mass units, respectively), together with a parabolic energy vs. k-vector dispersion 
relationship, adequate for the case of n-channel MOS structures [21]. A zero wave function boundary 
condition is forced at the quantum system boundaries, i.e. in the substrate and at the oxide interface. 
Therefore, wave function penetration into the oxide is neglected. 

4. Simulated devices and results 

We considered bulk MOS structures featuring an ideal doping profile, as could be obtained by 
epitaxial growth. A low-doped EPI (with doping concentration N/jp/ and thickness tispi) covers 
a highly doped region (doping concentration N/i) acting as a background plane to suppress punch-
through. The purpose of the surface layer is to improve low-field mobility by reducing the transverse 
electric field (TEF) (i.e. surface roughness scattering) and the effect of ionized impurities. Since 
we are investigating a possible structure for MOS devices with ha < 0.1 /mi, we assumed very thin 
oxide (typically t o \=3nm) and epitaxial-layer thicknesses (tsi as thin as 10 nm). 

SOI devices are also investigated since they are proposed as an alternative to bulk MOSFETs for 
the fabrication of devices with gate length around 0.1/im and below. In particular, the double-gate 
MOS structure (DGM) has been proposed due to its superior control of short channel effects, the 
lower sub-threshold leakage, and the higher currents compared to a single-gate SOI MOS (SGM) of 
same area [27, 28, 29], In our simulations we considered very thin silicon film MOS SOI devices ( ts / 
down to 2.5 nm) in order to study the impact of size quantization on the main device characteristics. 

Fig. 1 reports the diagram of the conduction band across the MOS structure and the first 20 quantized 
energy levels self-consistently computed inside a uniformly doped MOSFET with doping concentra
tion N/t = lx l0 1 7 cm"3 and inversion electron sheet concentration N//vv=6xl012 cm . Compar
ison with a single-gate SOI device, featuring ts/=10 nm and biased for the same inversion layer 
concentration, shows that in the thin SOI case relevant size quantization occurs, as the energy levels 
are more separated from each other. As a consequence, some differences between the two structures 
may be expected in terms of threshold voltage and carrier mobility. 

The impact of the coupling between Schrodinger and Poisson equations in the presence of very strong 
quantization is shown in Fig. 2. When very thin double-gate structures are considered, the quantum 
charge distribution has a very strong impact on the electrostatic potential distribution, which is very 
different from the one computed classically. 
In the following subsections we will discuss the effect of such evidence on threshold voltage, effective 
mobility and gate capacitance results. 
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4.1. Threshold voltage results 

We have simulated the EPI structure with IEPI down to 10 nm and tox down to 3nm, that was in
vestigated in [30] for application to MOSFETs with La down to 50nm. Its threshold voltage (V r / /) , 
computed as the linear extrapolation of the simulated quantum inversion charge Qs vs. voltage char
acteristic, has been studied. In particular, we focused on the threshold voltage shift with respect 
to the classical solution (i.e. the Q-DV) for the EPI structure and for the more conventional highly 
doped (UHD) structure obtained setting t£/>/=0. Due to the low surface doping, a much lower Q-DV 
could be expected in the EPI case compared to UHD. Instead, similar Q-DV is obtained for UHD 
and EPI with small tEPi- In fact, for t£p/=10nm and tox ranging from 3 to lOnm, we obtained 
only a 20% reduction of Q-DV with respect to UHD, showing that this effect does not simply depend 
on the doping at the interface, but rather, a long-range dependence on doping holds. This point 
is emphasized by Fig. 3-a, where Q-DV is reported as a function of t£/>/: a relatively thick EPI is 
needed to eliminate the quantum effects originated by the presence of the high-doped background 
plane. Fig. 3-b, instead, shows how Vr// can be controlled by properly selecting tEPi'- while the 
UHD MOS presents a threshold voltage that is too large for low supply voltage applications (VDD « 
1-1.5 V) the introduction of the low-doped layer provides a further degree of freedom, additional to 
the doping of the background-plane, for designing the threshold voltage according to circuit appli
cations. The reported results also clearly show that simple Q-DV models based on average channel 
doping values cannot be applied to the highly non-uniform cases needed for US-MOSFETs. 

The case of single- and double-gate SOI structures is reported in Fig. 4, where the threshold voltage 
is reported as a function of silicon thickness for single- and double-gate SOI structures featuring 
uniform doping concentration (10 l7cm-3) and gate oxide thickness tox=3 nm. By comparing the 
threshold voltages calculated classically and quantum-mcchanically for the SGM case, we notice 
that for large tS/ the threshold voltage is coincident with that of the bulk MOSFET for the same 
doping and that quantum calculations provide larger threshold compared to the results of classical 
simulations, as in the usual bulk MOSFET case [5]. As t s ; is reduced to reach the fully depleted 
case, VTJI decreases due to the reduction of fixed charge. In the quantum-mechanical case, the 
threshold voltage starts to increase below a critical thickness (RJ 10 nm) due to the reduction of the 
energy density of states that is a consequence of increasing size quantization (see also Fig. 1). A 
similar qualitative picture is found in the DGM case, where a shift of the V777 characteristic towards 
larger thicknesses occurs due to the presence of the two gates, both contributing to the silicon film 
depletion. 

4.2. Effective mobility results 

We can address channel electron effective mobility starting from Fig. 5, showing the profiles of 
the quantum electron density in structures that feature N / i= lx l0 1 8 cm - 3 , NEj>/=lxl015cm~3, 
to.v=3nm, and different tEpi- The comparison has been performed for a given inversion sheet 
density above threshold (N s =3xl0 1 2 cm _ J ) . For increasing tE;>;, charge confinement reduces due 
to the reduction of transverse electric field. 

In fact, the introduction of low-doped EPI effectively decreases the effective electric field (EEF), 
reported in Fig. G as a function of tEpi for a given above-threshold inversion sheet density. Here, 
the EEF has been computed as the mean value of the electric field component normal to the interface 
averaged over the carrier density. Consequently, no surprise if improved effective mobility (/ic(r) is 
obtained for larger tEPi extracting the values from experimental mobility vs. effective field curves 
[4], as it is again shown in Fig. 6. 

The nctt calculated in the relaxation time approximation including the effects of inter- and intra-sub 
band phonon scattering and surface roughness, and consistently with the sub bands and wave-
functions computed solving the Schrodingcr and Poisson equations, arc given in Fig. 7, confirming 
that a decrease of effective field due to the reduction of the depletion charge produces an improved 
channel mobility in the epitaxial MOSFETs. It should be mentioned that UHD devices are ex
pected to present even larger disadvantages for low inversion charge densities [4], due to the reduced 
screening of the Coulomb doping scatterer. 

Similar calculations have been performed for very thin single- and double-gate SOI MOSFETs. Fig. 8 
reports the results obtained for SGM structures witli uniform doping concentration of 1016cm~3. 
The phonon limited mobility is a non-trivial function of the silicon thickness, since two competing 
mechanisms coexist: a) the reduction of the silicon thickness increases the quantization and decreases 
the available density of states, leading to a mobility enhancement; b) for decreasing t s ; , instead, a 
stronger surface confinement of the wave functions occurs, that leads to an increase of the overlap 
factors and, therefore, of the scattering rates and, consequently, to a decrease of the mobility. 
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Therefore, in these calculations we did not include the effects of surface roughness, since the usual 
modeling approach is not adequate to account for the interaction of the wave-function with botli the 
upper and lower interfaces. 

4.3. Gate capacitance results 

Another important issue relates to the total MOS capacitance Cror , i.e. the series of the oxide 
capacitance C o x = £ o x / t o x and of the inversion layer capacitance CiNV=dQs/dips, <Ps being the 
Si surface potential. As mentioned, CTOT in quantized inversion layers reduces with respect to 
Cox as tox is decreased, due to the larger effective oxide thickness related to the displacement 
of the inversion charge from the device interface. As shown in [7] for uniform channels, such a 
reduction becomes more relevant for lower doping. Consequently, compared to the UIID case a 
lower capacitance should be expected for the EPI one. Fig. 9-a reports C r o r = d Q s / d V c as a 
function of tox , for tj3p/=10nm and Onm. As can bo seen, the capacitance degradation increases 
at thinner oxides, but no additional degradation occurs if thin low-doped EPI is introduced. As 
reported in Fig. 9-b, the simulated results indicate that no serious degradation shall be expected by 
the application to UHDs, such as those described in [30], of EPI layers up to 30-40 nm. 

Results obtained by classical simulation accounting for Fcrmi-Dirac statistics are also reported. As 
can be seen degenerate statistics can only partially account for the capacitance reduction occurring 
at thin gate oxides, as already reported in [8]. Furthermore, classical simulations underestimate the 
capacitance dependence on tEPl-

Gate capacitance calculations have been performed for SOI structures too, in order to compare 
SGM and DGM. Such a comparison is important because in the case of ultra-thin DGM devices 
(ts/ comparable with the displacement of electrons from the oxide interface) biased at low gate 
voltages, the electron concentration peaks in the middle of the silicon layer. This efTect is due to the 
interaction of the two gate electrodes, and may be the sign of a larger inversion sheet density for 
the DGM compared to the SGM with same ts / and biased at the same gate drive. In particular, 
in presence of substantial volume inversion, a larger inversion charge and a larger derivative of the 
same quantity with respect to the gate voltage (dQs/dVo, Qs=qNs being the inversion charge 
sheet density) could be expected in the DGM case. Simulation results show that oven when t s / 
is comparable with the displacement of the charge peak from the interface, the increase of DGM 
inversion charge and capacitance occurs only for bias points close to the threshold voltage, and 
almost negligibly, while above threshold the two structures show coincident behaviors. This is shown 
in Fig. 10, reporting the comparison between the dQs/dVo of a DGM and of a SGM with t s /=5nrn 
and the same effective width (i.e. the charge per unit width of the SGM is multiplied by a factor of 
two). From this result we may not expect large improvements in the current and transconductance 
as a direct consequence of the increase of the inversion charge due to the interaction between the 
two gates of the DGM structure. 

5. Conclusions 

In this paper some of the more relevant quantum effects taking place in bulk and SOI MOSFETs 
have been investigated through ID simulations. Few methods for for the solution of Schrodinger 
equation have been reviewed to the purpose of orienting in the choice of an accurate and efficient 
algorithm. Simulation results concerning the evidence of quantum effects in MOSFETs, such as 
quantum threshold voltage shift, capacitance degradation, and mobility issues, have been presented, 
also comparing standard MOS structures with some of the new promising ones. 
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Figure 1: Potential energy and quantized en
ergy levels for a bulk MOS (left) and a single-
gate SOI MOS (right) structures with tS /=10 
nm. Uniform doping 1017 cm - 3 , tox= 3nm, 11111. v i i i i u i u i ui_rjJiii£ A V v.111 | ^{j,\ — <• 

and N/A/I/=GX 1012 cm - 2 in both devices. 

Figure 2: Electrostatic potential (left) and elec
tron concentration (rght) calculated classically 
and quantum mechanically in a double-gate SOI 
with tS;=10 nm, tox=3 nm. 
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Figure 3: a) Quantum induced V77/ shift vs. 
EPI thickness; b) VTH VS. EPI thickness. 
to.v=3nm, NE/>;=1015cm-3, N,i=1018cm-3. 

Figure 4: Threshold voltage vs Silicon layer 
thickness for single- and double-gate SOI MOS 
structures. 
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Figure 5: Electron density vs. position for dif
ferent EPI thicknesses. Symbols are for visu
alization only and do not correspond to actual 
discretization points. The bias Vo was set in 
order to obtain the same charge sheet density 
for all structures. 

Figure C: Dependence on EPI thickness of cal
culated effective electric field (squares, left) and 
corresponding effective mobility extracted from 
the experimental mobility curve of [4] (circles, 
right). The bias Vo was set in order to obtain 
the same charge sheet density for all structures. 
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Figure 7: Mobility as a function of inversion 
layer sheet density for different epitaxial layer 
thickness. 
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Figure 8: Phonon-limited mobility as a function 
of effective field for single-gate SOI MOS struc
tures and different silicon layer thicknesses. 
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Figure 9: a) Total capacitance vs. oxide thick
ness for tc/>/=0, 10 nm. Symbols: simulated 
results. Dashed-line: Cox- u) Total capaci
tance vs. tEPi for t ox=3 nm. Circles: simu
lated results; crosses: results of classical simu
lation. Dashed-lino: Cox- All simulated struc
tures feature N/;/>/=1016cm~3, N4=1018cm -3. 
The bias Vo was always set in order to ob
tain the same charge sheet density (Ns=3x 
1012cm-2) for all structures. 
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Figure 10: Comparison of dQs/dVG for a 
double-gate (solid) and a single-gate MOSFET 
with t s ; =5 nm and the same effective width (i.e. 
the charge per unit width of the SGM is multi
plied by a factor of two). 


