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Abstract -- This paper addresses the numerical 
requirements for device modeling of statistical 
dopant fluctuations in MOS transistors. It is found 
that the standard deviation of the threshold voltage 
V, can be properly derived from 2D or 3D simula- 
tions using a relatively coarse simulation grid. Evalu- 
ating the threshold voltage shift arising from dopant 
fluctuations, on the other hand, calls for a full 3D 
approach with a numerical grid that is sufficiently 
refined to represent the discrete nature of the dopant 
distribution. The average VTshift is found to be posi- 
tive for long, narrow devices, and negative for short, 
wide devices. 

I. INTRODUCTION 

Experiments and device simulations [ 1-61 have 
shown that the standard deviation ov, in the threshold 
voltage VT of submicron MOSFETs is determined to a 
large extent by statistical dopant fluctuations in the 
channel depletion region. Device simulations have indi- 
cated that dopant variations; also yield a shift in the aver- 
age threshold voltage c V p  compared to V, calculated 
for unperturbed doping profiles. Both negative and posi- 
tive VTshifts have been reported [3,4,6], but no consen- 
sus has been reached as to the origin of these VTshifts. 
Moreover, no extensive analysis has been reported until 
now of how numerical procedures affect the calculated 
results for bv and <Vp.  In order to address these 
issues, 2D andT3D MINIMOS simulations are used to 
identify the dependence of ov, and <VT> on transistor 
design and geometry, the numerical gridding procedure, 
and the dimensionality of the device simulations. 

11. METHOD 

In order to introduce statistical dopant fluctuations 
into the numerical calculations, the simulated devices 
are subdivided into cells with sizes AX0 A Y 0  and 

in the direction of the length (L), depth, and width (W) 
of the device, respectively. For each cell its actual 
number of dopants i is drawn independently from a 
Poisson distribution with expectation value 
n=NAXcAYCAZc, where N is the dopant concentration 
used in the conventional, unperturbed simulations. To 
introduce fluctuations, N in each cell is replaced by 
N=G/(AXcAYc&). In the case of 2D simulations, 
AZc= W is used. 

The cell sizes used in the present simulations 
typically yield values for n in the range from -1 to 10. 
Unrealistic simulation results are obtained when 
applying minute cell volumes with expectation values of 
n<<l. In that case, the randomized doping distribution 
comprises a few cells with &>>N amidst a multitude of 
cells with &=O. Apparently, such a highly discrete 
representation of the dopant distribution precludes 
stable numerical modeling when using a continuum 
device simulator. 

In this study, simulations are performed for NMOS 
transistors with an acceptor concentration NA of 
10l8 cm-3 and a gate-oxide thickness TOx of 4 nm. The 
electron mobility is taken constant at 350 cm2V's-'. 
The threshold voltage VT is calculated at a drain bias of 
0.1 V using a current criterion of (100 nA)xW/L. The 
statistical distribution of VT is obtained by simulating 
the same device structure several times, each time with a 
newly generated random dopant distribution. 

111. RESULTS AND DISCUSSION 

A. 2 0  Simulations 

In order to check the numerical grid spacing that is 
required for modeling the randomized device structures, 
the following 2D simulations are performed. For a fixed 
choice of AXc=15 nm and AY,=3 nm, the numerical 
grid spacings AXGR and AYGR are varied. Figures 1 and 
2 summarize the calculated standard deviation and 
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Figure 1 . 2 0  MINIMOS simulations of (a) the standard 
deviation and (b) the average value of the threshold 
voltage V, as afinction of the numerical grid size AXGR 
(L=0.4 pm, W=0.05 pm). The vertical grid size is taken 
as AYGR=~ nm. The cell sizes used to define the dopant 
fluctuations arejixed at AXc=15 nm and AYc=3 nm. 
The average VTvalue is plotted as the shifi with respect 
to VT calculated for an unperturbed dopant distribution. 
Each point was derived from 300 statistical simulations. 
The solid lines serve to guide the eye. 

average value of V, as a function of AXGR and AYGR, 
respectively. When using AXGR>AX~ (Fig. 1) or 
AYGR>AYc (Fig. 2), both ovT and < V p  increase with 
increasing grid spacings because the numerical grid 
becomes too coarse to properly deal with the variations 
in the dopant concentration imposed by AXC and AY,. 
On the other hand, the values for ovT and <VT> are 
independent of the numerical grid size as long as 
AXGRSAXC (Fig. 1) and AYGR~AYc (Fig. 2). Similar 
conclusions are obtained for other choices of AXc and 
AY,. Therefore, this numerical test implies that dopant 
fluctuations can be modeled by choosing AXc and AY, 
directly on the basis of the numerical grid (i.e., 
A X ~ = A X G R ;  A Y ~ A Y G R )  without affecting numerical 
consistency. In fact, this approach will be used from here 
on to define statistical variations in both the acceptor 
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Figure 2. Same as Fig. 1, but now with AXGRfixed at 5 
nm and AYGR varying. 

and donor distributions. In the case of 3D simulations, 
AZC is taken equal to the numerical grid size AZGR 
along the channel width. 

After having established the requirements on the 
numerical grid, we continue to investigate the 
appropriate choices for AXC and AYc for modeling 
dopant fluctuations. Figure 3 shows oVT and <VT> 
derived from 2D simulations using various values for 
AXc. The calculated standard deviation in VT does not 
change with varying AXc. In fact, ov, is independent of 
the cell size as long as the channel depletion region is 
subdivided into a sufficient number of cells into the 
depth direction (roughly more than 5 in case of a 
uniform doping profile). Since surface potential and 
field fluctuations are determined by a linear superpo- 
sition of the individual contributions of isolated ionized 
impurities, calculating the effect of charge variations on 

should indeed be independent of the device area 
over which these variations are averaged, as observed. 
Additional simulations [see also Ref. 51 show that ov, 
scales linearly with Tox, NA1’4, and (WxL)-l12, which is 
qualitatively consistent with experimental results [ 13 and 
with an analytical expression which describes (J in 
terms of the overall dopant number variation inside the 

% 

VT 

154 



30 t (4 
I I I 

- +1 atom at 1 - 
-Y=O nm 
--Y=8 nm 

1 
A > 
W 

- 
0 

€20- - -  
ZlO 1 .............................................. '1 

0 10 20 30 40 

AX, (nm> 
Figure 3.20 MINIMOS simulations of (a) ovT ; (b) V, 
shift as a function of the cell size AXC (L=0.4 pm, 
W=0.05 pm). The vertical cell size AYC in the depletion 
region is -3 nm, with a .further rejnement of -I nm 
inside the channel inversion layel: Each point was 
derived from 900 statistical simulations. The solid lines 
serve to guide the eye. The dotted and dashed lines in (a) 
represent analytical expressions for oVT from (51 and 
[7], respectively (see text), 

channel depletion region [5]. Improved quantitative 
agreement [Fig. 3(a)] is obtained using a modified 
analytical expression, which explicitly takes the depth- 
distribution of depletion charges into account [7]. 

In contrast to the behavior of oV,, the calculated V, 
shift is found to increase upon decreasing AXc, leveling 
off at -17 mV for AXc112 nm. This indicates that mod- 
eling of c V p  requires the cell spacing along the chan- 
nel to be sufficiently dense (i.e., AXc112 nm) in order to 
properly represent the discrete nature of the dopant fluc- 
tuations and the corresponding variations in the surface 
potential. As demonstrated by the simulations in Fig. 4, 
this cell dimension is physically realistic in that it cap- 
tures the typical range over which the surface electron 
concentration is disturbed upon adding one acceptor to 
the depletion layer. It is expected that a similar con- 
straint applies to AZc along the channel width in the 
case of 3D simulations. Finally, the results for ovT and 
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Figure 4. 2 0  simulations of the reduction in sur$ace 
electron concentration C E ~  in response to adding one 
acceptor to an otherwise uniform channel dopant distri- 
bution (i.e., no Jluctuations applied). The device dimen- 
sions are as in Fig. 3. The gate is biased at the threshold 
voltage, the drain at 0.1 V The extra acceptor atom is 
positioned at X=u2 and at various depths, as indicated. 

<VT> are found to be almost independent of the value 
taken for AYc as long as Aye40 nm, with the additional 
inclusion of -1 nm spacings inside the near-surface 
inversion layer. 

B. Comparing 2 0  and 30 Simulations 

Figure 5 shows a comparison of 2D and 3D simula- 
tions for transistors with various length-to-width ratios. 
The active device area is kept constant at 
WeffxLeff=0.024 pm2 in order to ensure the same overall 
dopant variation for all geometries. Indeed, the calcu- 
lated standard deviation in VT in Fig. 5(a) is -17 mV 
regardless of the device geometry or simulation dimen- 
sionality. Only for very small channel lengths (Le6O.04 
pm) does ovT increase as a result of charge sharing in 
the source and drain depletion regions [ 1,5]. No signifi- 
cant VTshift is observed in 2D simulations for gate 
lengths smaller that 0.1 pm, in contrast to the negative 
Vphifts reported for 2D simulations in Ref. [3]. This 
discrepancy could originate from, for instance, different 
vertical cell spacings used inside the channel inversion 
layer, or from differences in expectation value n, but fur- 
ther studies are needed to resolve this issue. 
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Figure 5. Calculated oV, and Vrshij? using 2 0  and 3 0  
simulations with AXc<lS nm, AZCclS nm, and AYCC 7 
nm. The active device area is kept constant while vary- 
ing WedLee The dashed line in (a) represents an ana- 
lytical expression for oVT [7]. 

For L,pO.l pm, the VTshift in 2D simulations pro- 
gressively increases with increasing gate lengths. This 
trend reflects the enhanced probability that the statisti- 
cally modified dopant distribution comprises a “high- 
doping” region along the channel as the gate length is 
increased, resulting in a positive shift of <VT>. In 3D 
simulations, the calculated VTshift changes sign from 
positive for LeK> Weg to negative for L e 6  WeE. The posi- 
tive VTshift for long devices is less pronounced than in 
2D simulations because of the relaxed constraints on 
current paths in three dimensions. The negative VTshift 
for short devices reflects the enhanced probability of 
having a conductive “short” from source to drain when 

the device length is reduced. This percolation behavior 
[8] is only properly modeled with a full-blown 3D 
approach. 

IV. CONCLUSIONS 

This study comprises a detailed analysis of the 
numerical procedures for modeling statistical dopant 
fluctuations in MOS transistors. The calculated standard 
deviation in VT is only weakly dependent on the numeri- 
cal cell sizes through which the dopant fluctuations are 
introduced into the simulation grid. This implies that 

can be properly estimated by means of 2D or 3D 
simulations with a relatively coarse representation of the 
dopant fluctuations. Correct modeling of the average 
value of V,, on the other hand, requires a careful analy- 
sis of the appropriate cell size for the device under 
investigation (i.e., AXcS12 nm for N,=10’8/cm3 and 
To+ nm). The direct comparison between 2D and 3D 
simulations reveals that evaluating the dependence of 
<VT> on transistor geometry calls for a 3D approach in 
order to include the effects of three-dimensional current 
paths. 
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