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This paper describes a new and efficient coupling scheme between Poisson 
equation and Monte Carlo transport, embodied in a self-consistent device sim­
ulator suitable for general silicon structures. The simulator has been used to 
characterize non-equilibrium transport in deep submicron nMOSFETs where 
substantial effects are noticeable at room temperature. 

Recent experimental work on silicon MOSFETs [1,2] indicates that non-equilibrium 
transport effects, not described by the conventional drift-diffusion (DD) model, become 
important in determining the intrinsic characteristics of very small devices. The Monte 
Carlo (MC) technique, first applied to the charge transport in semiconductors by Kuro­
sawa [3], represents an alternative description of current transport that overcomes this 
problem and has consequently attracted a lot of attention in the last few years. 

The major drawback of the MC approach comes from the intensive computational 
requirements that become particularly severe if the carrier distributions obtained from 
the MC calculations are to be made self-consistent with the electrostatic potential, given 
by Poisson equation, by means of an iterative procedure. 

When a significant fraction of the electron population is under non-equilibrium 
conditions, the MC carrier distributions must be computed self-consistenly with the 
electrostatic potential as demonstrated in fig.l which shows a comparison between the 
MOSFET surface densities given by the DD model, non self-consistent and self-consistent 
MC, respectively. As can be seen, the DD model predicts a much higher carrier con­
centration at the surface because electron heating is neglected. Furthermore, the MC 
concentrations obtained using the DD potential (i.e. in a non self-consistent manner) 
are significantly different from the self-consistent solution. Thus, non self-consistent ap­
proaches [4], though much simpler and faster than complete solutions, can only be used 
when most of the electron population is reasonably well described by the DD model. 

In this work we describe an efficient scheme to couple MC and Poisson calculations 
in order to obtain self-consistent solutions. Our approach starts from an initial guess 
generated by a DD simulator and iteratively solves the transport equation (by MC) and 
Poisson equation until convergence is reached. A flowchart illustrating this procedure 
-the well known Gummel method- is shown in fig.2. The standard way to implement 
this scheme is that of substituting the updated MC carrier density n^c in the Poisson 
equation, 

V • (eVj>) = p = g(p - nMc + NDA) (1) 

where NQA is the net doping concentration, e the dielectric permittivity, and p the 
hole concentration, neglected in the region of interest. Unfortunately, this simple scheme 
cannot be applied to cases with high carrier concentrations (as a silicon MOSFET) 
because the unavoidable noise inherent to the MC solutions inhibits the stability of 
the algorithm. One way to overcome this problem is that of solving Poisson equation 
at a frequency higher than the electron plasma frequency [5] -i.e. f» ( l / s ) - 1 - but, 
though reasonably safe, such a method implies extremely large computation time. The 
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alternative solution of this work is to use, as output of the MC, the electron quasi-fermi 
level if>n defined as 

<j>n{x) = xji[x) - kDTLln 
nMc(x) 

n, 
(2) 

where Tj, is the lattice temperature , k$ the Boltzmann constant , n, the intrinsic 
concentration and S denotes the dependence on position. In terms of 4>n the electron 
concentration n can be written as 

n(x) = riitxp 
${x) ~ 4>n(x) 

knTL 
(3) 

and Poisson equation becomes non linear in i/> while <pn is kept fixed. This scheme 
guarantees stability because even large variations in the MC carrier densities lead to 
very small variations in the potential . In part icular the regions where the electrons are 
cold ( M O S F E T source and drain) reach convergence in very few iteration steps. As for 
the channel the convergence rate of a high energy point is examined in fig.3 where the 
x and y axes represent the potential and the quasi-fermi level which define the s ta tus of 
a grid node. Each vertical line corresponds to a Poisson solution -where the potent ial is 
changed and the quasi-fermi level is kept fixed- while each horizontal line represents a 
MC solution. The staircase-like behavior of the point electrical parameters (i/> and <j>n) 
requires a large number of i terations to reach convergence because the actual solution 
is far from the initial guess (i.e, the DD solution). Thus the coupling with nonlinear 
Poisson equation guarantees stability but features slow convergence in the regions where 
the electrons are hot. 

To increase the convergence rate, we introduce the electron temperature Te instead 
of tha t of the lattice in eq.(3) so tha t the greater is Tc, the larger becomes the change in 
potential allowed by the Poisson solver. Start ing from the average electron energy Eav 

given by the MC calculation, the electron temperature Tc is computed as 

Eav(x) = 
3 kDTc{x) 

(4) 

Therefore eqs.(2) and (3) become 

j>n[x) = V>(£) - kBTe(x)ln 
nMc(x) 

and 

n{x) = n,{exp 
4>(x) 

kBTc(x) 

(5) 

(6) 

Because Tc « Tj, for the points inside the source and drain regions, the stability of 
the solution is guaranteed, while the convergence rate is much faster in the other par ts of 
the device. In fig.4 the covergence rate given by the pure nonlinear coupling scheme and 
that making use of the electronic tempera ture are compared. The new scheme -where a 
Poisson solution is represented by a diagonal line because the quasi-fermi level has been 
computed using TL- is more than four times faster, while yielding the same solution. 

Considering, as an example, the case of a quarter micron M O S F E T , the L-2 norm 
of the relative error in the electrostatic potential as a function of the number of self-
consistent i terations is shown in fig.5. The error first decreases rapidly but eventually 
is limited by the statistical noise of the MC procedure. Within the accuracy of the MC 
calculations, we find tha t a reasonable stopping criteria is about 0.5 mV in this norm. 
For the examples we have tried, this tolerance is achieved after about 10 i terations. 
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A simulator embodying the above concept has beer! used to analyze deep submicron 
MOS devices at T = 300K and gate lengths varying from 0.15-0.75 fj.m. Consistent with 
recent experimental reports, non equilibrium effects do not seem to be observable in the 
computed gm down to Ll!atc * 0.25/im; at 0.15/jmthe MC gm is two times the DD result. 
As an example, fig.6 shows the average electron velocities in the channel for the 0.15 fim 
device computed using MC and DD. The device exhibits MC velocities in excess of tha t 
predicted by DD throughout the entire channel. In particular the different velocities 
at the source end of the F E T cause the difference in gm because of enhanced current 
injection. For the 0.25/xm device, on the other hand, the MC and DD velocities differ 
for most of the channel but are nearly identical at the source end, leading to the same 
gm. The above results indicate the need for a self-consistent, non-equilibrium t rea tment 
of carrier t ranspor t for deep submicron MOSFETs (Loai!; < 0.25/xm). 
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Fig. l Electron surface concentration for 
a M O S F E T with a gate mask length 
LBate = 0.25/xm at VGS = 1.5V, VDS = 
2.0V in the DD (solid), non self-consistent 
MC (dashed-dotted) and self-consistent 
MC (dashed) case. 
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Fig.2 Flow chart of the Monte Carlo 

program. 
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Fig,3 Non linear Poisson coupling: con­
vergence rate of a point in the channel 
where the electrons are hot. 

Fig.4 Converge rates of the point in fig.3 
when using the lattice temperature T^ 
(dashed line) or the electronic tempe­
rature Tc (solid line) in the non linear 
Poisson equation. 
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Fig.5 The L-2 norm of the relative error 
in the electrostatic potential as a func­
tion of the number of iterations. 
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Fig.6 Average electron velocity in the MC 
(solid) and DD (dashed) case and surface 
electron energy in the MC solution (da-
shed-dotted) for LaaU = 0.15/um, VQS = 
1.5V, VDS = 2.07. 


