1. Introduction

Charge transfer in charge-coupled devices (CCD's) has been thoroughly investigated in the seventies [1-11] due to the need of achieving extremely-low transfer inefficiencies ($\epsilon \approx 10^{-6}$) for both signal processing and imaging applications. Due to the difficulty of a complete numerical simulation, however, analytical models based on a number of simplifying assumptions and tailored to a specific device geometry were developed [2-5]. These models led to a qualitative understanding of the physical mechanisms affecting the transfer inefficiency, but a quantitative and realistic analysis of charge transfer in CCD's has not been attempted.

In the previously-mentioned models, the inherent coupling between the transport process and the potential distribution has been overcome by a rather artificial distinction between the self-induced electric field and the fringing field. The former is due to the non-uniform lateral distribution of the mobile charge, while the latter is due to the device geometry and applied biases in the absence of charge packets. Due to the approximately-linear relationship between the surface potential and the stored charge, the self-induced field generates a current term proportional to the gradient of the charge itself: thus, charge transfer is viewed as a modified diffusion process occurring within a fixed fringing field.

The field configuration in surface-channel CCD's has been typically determined by means of a Fourier-series expansion of the electric potential [10,11] within the device unit-cell; this method, however, is based on a number of simplifying assumptions: i) the depletion width is assumed to be uniform; ii) the charge at the Si-SiO$_2$ interface is strictly two-dimensional (charge-sheet model) and, iii) the lateral distribution of the mobile charge is not determined self-consistently, but it is arbitrarily set to a constant value. Alternatively, numerical integration of Poisson's equation within the unit-cell of the CCD has been performed in static conditions by neglecting the mobile charge at the interface [6-9], in order to determine the fringing field acting upon the carriers during the transfer process.

Incomplete charge transfer occurs in CCD's due to the finite time allowed by the clock waveforms: especially during the latest stage of transfer, when
both diffusion and self-induced field become scarcely effective, the key role is played by the fringing field. It is therefore necessary that the latter penetrates deeply underneath the storage electrode, so that carriers cannot long reside in the original well but, rather, are quickly swept across it and transferred to the new charge location. An additional cause for transfer inefficiency is due to charge trapping at interface states: carriers get trapped during the storage of the charge packet in view of the locally-large carrier concentration at the surface. During the transfer process, trapped carriers are re-emitted with time constants related to the energy level of the trapping state. For deep levels, this time constant may be as long as \(10^{-2}\) sec., i.e. far larger than the transfer time. In most cases these charges will be re-emitted during the following clock cycles, thus contributing to the device transfer inefficiency.

In this paper we discuss a time-dependent simulation of charge transfer in a 2-phase surface-channel CCD, which has been performed using IIFIELDS. In order to make the program suitable for such a task, periodic boundary conditions have been incorporated into the code, thus allowing for the simulation of strictly one CCD cell without unnecessary extensions of the device cross section.

In principle, the trapping-detrapping mechanism requires an additional continuity equation for the trapped charge to be solved. So far, this has not been implemented in IIFIELDS. Therefore, we assume an energy-distributed interface-state density and use the SRH generation-recombination rate strictly valid in DC conditions \([12]\). We expect this procedure to provide quantitatively good results for small interface-state densities, compared with the density of charge being transferred.

2. Numerical techniques

In order to efficiently simulate the charge-transfer process in a CCD, periodic boundary conditions (B.C.) must be used at the left and right boundaries of the unit cell. Thus we have

\[
\begin{align*}
\varphi(0,y) &= \varphi(L,y) \\
n(0,y) &= n(L,y) \\
p(0,y) &= p(L,y) \\
D_x(0,y) &= D_x(L,y) \\
J_{nx}(0,y) &= J_{nx}(L,y) \\
J_{px}(0,y) &= J_{px}(L,y)
\end{align*}
\]

where the symbols are given their usual meaning, and \(L\) is the length of the unit cell. At the boundaries \(x = 0\) and \(x = L\), indeed, the Neumann B.C. cannot be applied, for the normal components of both currents and field cannot be taken as vanishingly small.

From a practical standpoint, imposing periodic B.C. within a general-purpose device simulator implies a number of consistency checks, in order to
make sure that not only the device geometry, but also the discretization mesh, can be extended with a periodicity law without discontinuities at the boundary of the cell. More specifically, for every mesh point at the left boundary, a corresponding one with the same vertical coordinate and the same qualification (semiconductor, insulator, contact, gate, interface, etc.) must exist at the right boundary.

In order to ensure that periodic boundary conditions are indeed fulfilled, during the assembly of the Jacobian matrix the couples of nodes related by the periodicity condition are effectively treated as being one single node, as if they were geometrically coincident.

The details of the time-dependent solution algorithm are reported in [13]. Here it may suffice to say that the transient analysis is performed by HFIELDS using a simple first-order backward difference formulation of the device equations (backward Euler). This method is known to be both A- and L-stable, but must be supplemented by a proper automatic definition of the time step, so that the local truncation error is kept under control.

The latter is defined as

\[
LTE = \left| \frac{d^2 (\varphi - \varphi_{n,p})}{dt^2} \right| \frac{(\Delta t_k)^2}{2V_{th}}
\]

which, in discretized form, becomes

\[
(LTE)_k = \left[ [h_{k+1}(\varphi - \varphi_{n,p}) + h_{k-1}(\varphi - \varphi_{n,p})] - 2h_k(\varphi - \varphi_{n,p}) \right] \frac{(\Delta t_k)^2}{2V_{th}}
\]

where \(V_{th}\) is the thermal voltage and

\[
h_{k+1}^{-1} = \Delta t_{k+1}(\Delta t_{k+1} + \Delta t_k)/2
\]

\[
h_k^{-1} = \Delta t_{k+1} \Delta t_k
\]

\[
h_{k-1}^{-1} = \Delta t_k(\Delta t_{k+1} + \Delta t_k)/2
\]

Unfortunately, \((\varphi - \varphi_{n,p})_{k+1}\) is still unknown at the \(k^{th}\) time step, so that \((LTE)_{k-1}\) rather than \((LTE)_k\) is numerically computed. Next, the new candidate time step \(\Delta t_{k+1}^*\) is determined according to the expression

\[
\Delta t_{k+1}^* = \Delta t_k \left[ \frac{c_t}{|(LTE)_{k-1}|_{max}} \right]^{1/2}
\]

where \(c_t\) is the admitted truncation error and \(|(LTE)_{k-1}|_{max}\) is the maximum value of the LTE's. If \(\Delta t_{k+1}^* < \Delta t_k\), the previous time step is rejected and a new computation is started with \(\Delta t_k = \omega \Delta t_{k+1}^*\), where \(\omega\) is an adjustable parameter smaller than 1. Otherwise, the previous solution is accepted and \(\Delta t_{k+1} = \text{min} [\Delta t_k (1 - \omega) + \Delta t_{k+1}^* \omega, 2\Delta t_k]\). The last rule restricts the timestep rate of increase, and is intended to avoid step-size oscillations.
3. Results

The discretization mesh of the simulated structure is shown in figure 1. The latter is a 24 \( \mu \)m long, 4-electrode CCD cell with the origin set at the middle of a storage electrode. The oxide thicknesses under the storage and transfer gates are 100 nm and 300 nm, respectively. Also, the threshold voltage under the transfer electrodes is adjusted to an intermediate value between the high and low values of the clocking voltages by a suitable channel implant. So doing, the maximum charge handling capability (and dynamic range) compatible with a 2-phase clocking scheme is obtained.

The latter is illustrated in figure 2. For \( t < 0 \), \( \phi_1 \) is set at a low value (\( \approx 0.5 \) V), just below the device threshold under the storage gate; \( \phi_2 \) is set instead at 2.5 V so that an inversion layer is well developed under the storage electrode at the initial condition. \( \phi_2 \) is then raised to 5.5 V in order to achieve a non-equilibrium condition with a signal charge equal to nearly 80\% of the maximum charge-handling capability. At the time \( t = 0 \), \( \phi_1 \) is raised to 5.5 V with a raise time of 20 nsec, in order to allow the charge transfer to occur. At the time \( t = 40 \) nsec, \( \phi_2 \) starts dropping to the low value, which is reached after 300 nsec. Finally 40 nsec are additionally left to allow the transfer process to be completed.

Figure 3 shows a perspective plot of the electric potential within the simulated structure at the time \( t = 0 \). The higher threshold voltage below the transfer gates strongly depresses the corresponding surface potential, also plotted in figure 4, thereby isolating the charge packet below the central electrode. The dip of the surface potential between the transfer gate and the empty storage gate is due to the lateral penetration of the channel implant. The electron distribution is shown in figure 5. It should be noticed that the vertical log-scale does not emphasize the difference in carrier concentration at the storage electrodes: a linear plot of the latter at the Si-SiO\(_2\) interface, shown in figure 6, provides a more realistic view of the relative amount of the two charge packets. Nevertheless, an even smaller charge at the supposedly-empty storage electrode, i.e. a smaller DC bias and/or a larger threshold voltage would have been desirable.

The electric potential at the time \( t = 20 \) nsec., i.e. at the beginning of the transfer process, is shown in figure 7. The different values of the surface potential at the two storage electrodes, and therefore the different voltage drops across the oxide, reflect again the difference in space charges per unit area. The corresponding electron concentration is illustrated in figure 8, and shows that little changes have occurred in the mobile charge distribution. The electric potential at the time \( t = 340 \) nsec. is shown in figure 9, where the initial condition is nearly reversed between the two storage and transfer electrodes.

Figure 10 shows a plot of the integrated charge below the two storage electrodes against time. The transfer process occurs in a nearly-linear fashion during the fall time of \( \phi_2 \), but it is slowed down during the latest part of the transfer. The sum of the two curves represents the total amount of charge initially stored within the CCD cell. It turns out to be constant within 1\%, indicating that the discretization error associated with the time-dependent simulation, using a linear interpolation scheme (backward Euler) and an au-
Figure 1: *Mesh of the simulated CCD.*

Figure 2: *Clocking scheme.*
Figure 3: Electric potential at the time $t = 0$ ($\phi_1 = 0.5\, V$, $\phi_2 = 5.5\, V$).

Figure 4: Surface potential at the time $t = 0$. 
Figure 5: Electron concentration at the time $t = 0$.

Figure 6: Surface electron concentration at the time $t = 0$. 
Figure 7: Electric potential at the time $t = 20\ \text{nsec}$ ($\phi_1 = 5.5\ \text{V}, \phi_2 = 5.5\ \text{V}$).

Figure 8: Electron Concentration at the time $t = 20\ \text{nsec}$.
Figure 9: Electric potential at the time $t = 340$ nsec ($\phi_1 = 5.5V, \phi_2 = 0.5V$).

Figure 10: Charge packets (per unit width) against time at the initial and final storage electrodes.
tomatic definition of the time step, is about of the same order. Thus, the resulting value of the transfer inefficiency may be subject to a relatively-large error. An improved accuracy could be achieved by either using a higher-order formulation of the time-dependent discretization scheme or, at the expense of a longer CPU time, by imposing a smaller truncation error.

4. Conclusions

In this work we have examined the detailed behaviour of the transfer process within the unit-cell of a surface CCD. The simulations have been carried out in dynamic conditions using a general-purpose device simulator (IIFIELDs) allowing for periodic boundary conditions. Trapping-detrapping effects have been accounted for in a simplified way by assuming energy-distributed interface states at the Si-SiO₂ interface in connection with capture and emission rates strictly valid only in DC. So doing, an additional continuity equation for the trapped carriers has been avoided.

The program employs a first-order backward-Euler discretization scheme of the semiconductor equations with a proper automatic definition of the time step which is intended to keep the local truncation error below a predefined amount ε₀ while, at the same time, avoiding unnecessary computations.

In this example, numerical simulation has turned out to be a useful design tool: electric potential and field, carrier concentrations and charge densities per unit area can be self-consistently determined without unnecessary simplifying assumptions. Thus, the CCD dynamic range can be suitably optimized by a proper selection of the clock waveforms and of the channel implant below the transfer gates. A quantitative prediction of the transfer inefficiency against frequency, however, turns out to be a difficult task in view of the extremely small values of ε, which are usually below the practical range of the error associated with the time-dependent discretization scheme.
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