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S u m m a r y 

The finite clement method is used more efficiently by applying a remeshing tech­
nique. The criteria for remeshing is based on an a posleriori error estimator. Both 
global and local error indicators are investigated. It is found that although the local 
error values arc larger than the global error, it can locate where the maximum errors 
are in the finite clement mesh. Its main advantage over global error evaluation is that 
it requires less CPU time to compute and thus is more suited for adaptive meshing ap­
plications in two dimensions. Results obtained when simulating a typical 2 dimensional 
MOS source/drain diffusion indicate a substantial reduction in runtime as compared 
to a solution using a static mesh. 

1. In t roduc t ion 

The numerical techniques for simulating dopant diffusion in silicon are well es­
tablished. The current trend of research in this field is more towards improving the 
accuracy of existing physical models [1] as well as to model new processes. As the 
models become more sophisticated in order to achieve higher acccuracy, the CPU time 
required for 2D simulation is expected to increase substantially. Efforts have therefore 
to be made in developing more efficient numerical algorithms to reduce computational 
time [21[3][/1]. One of the more commonly used numerical techniques for simulating 
dopant diffusion is the finite element method. In this work it is proposed that this 
method be used more efficiently by applying a remeshing scheme. This is because the 
computational efficiency and accuracy of the finite element method is closely linked to 
its mesh topology. By implementing an adaptive meshing scheme, the number of nodes 
used and thus the amount of computation involved in a solution can be optimised. To 
implement such a scheme a reliable criteria is needed in order to identify areas of the 
finite element mesh where refinement is required and areas where the mesh can be fur­
ther coarsened. Such a criteria is obtained in this work by computing error estimates 
derived from the finite clement solution itself. This can only be calculated after a solu­
tion lias been obtained and is therefore termed an a posteriori error estimator. Use of 
an error based criteria can also ensure a 'good' solution as refinements are implemented 
when the mesh is too coarse to adequately represent a given continuum. 

Errors in the computed solution are examined both globally and locally. Local 
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error indicators are advatagcous in terms of efficiency as they are calculated using 
computations which involve one or a few neighbouring elements at a t ime. However, 
to ascertain whether the local error estimator indicates correctly where the large errors 
arc in a given solution, a comparison is made between the local and global error calcu­
lation for one dimensional simulations. Further evaluation of the local error estimator 
is carried out by implementing node removal and introduction based on each error 
estimator in turn. The results obtained arc then compared to see whether they are 
consistent with each other. Once the viability of the local error criteria for remeshing 
has been validated, it is then extended to simulating a key proceesing step in 2 di­
mensions. The process step under investigation is the simulation of the doping profile 
in MOS source/drain regions after annealing. As devices continue to shrink so as to 
achieve faster switching times, the 2D effects of the impurity profiles become critical in 
determining device performance. The simulation of this particular step is thus carried 
out in 2D. 

2. F i n i t e e l e m e n t formulat ion of t h e diffusion equat ion 

The nonlinear equation governing dopant diffusion in silicon during the annealing 
stage is 

w = V(D(C)VC) (1) 

where C is the dopant concentration, D(C) is the concentration dependent diffusion 
coefficient and i is time. The weighted residual formulation is then applied to (1) and 
in particular the widely used Galerkin method is chosen. Thus using Green's theorem 
to reduce the differential operator and assuming tha t the flow normal to the boundary 
is zero, we obtain the weak form of (1) in 2D as 

dw („,„.dC\ dw f„.^.dC 
dA + / w-g-dA = 0 (2) 

where w is a suitable weighting function and integration is taken over the area A of 
the continuum. The unknown function C is approximated throughout the domain as 

m 

C = Y,Nid (3) 
1 = 1 

in which m is the total number of nodes in the finite element mesh, N{ the global shape 
funfions and C; the nodal values of C. By substi tuting (3) into (2) and since in the 
Galerkin process w, = A;,- we obtain the system of ordinary differential equations 

KijCj + M ^ ^ O (4) 

where 

'-,|[/,f(^f)*f«)-
(5) 

M,j=^ NiNjdA 

K and M are commonly known as the global stiffness and mass matrices respectively. 
In practice however, the global stiffness and mass matrices are not directly constructed 
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according to (5). Instead the expressions in (5) are used to establish the stiffness 
and mass matrices for each element scperately. These are then assembled to give the 
global expressions. The type of finite element used in this analysis is the triangle with 
linear variation in the unknown C. To remove the instability problem that is sometimes 
encountered, a lumped (or diagonal) mass matrix [5] is used for M,j in (5). 

The finite element method can again be applied to (4) to discretise the time do­
main. Using a two level time-stepping scheme which relates C„+i to Cn and approxi­
mating the time derivatives by finite differences leads to 

K9+4-M 
At 

Cn + i (1 - B)K 
At 

C n = 0 (6) 

where At is the step size in time. The scheme parameter 0 can be varied between 0 
and 1 to produce any number of different schemes. However, for an unconditionally 
stable and oscillation free solution, a fully implicit scheme with 6 = 1 is used [6]. The 
resultant sparse global matrix is solved using a fast direct solver employing the frontal 
method. To account for the variation of the elemental diffusion coefficient over a time 
step, inner iteration is carried out within each At. Newton's method is used because 
of its faster rate of convergence. 

3. Global and local error analysis 

The approach taken here is to solve for the error function directly [7]. Consider 
again the two dimensional diffusion equation in (1). Assume that an estimate of the 
ideal solution C has been obtained using a second order basis function 0 and the 
approximate solution C„ is obtained using a first order basis function. Then the error 
£ equals the difference between the exact solution and the approximate solution 

Z=C-Ca (7) 

Applying the finite element method described in the last section and substituting (7) 
into (4) we obtain 

m r /• 
vPiDiCa+OVPjdA (C. + t)j + 

m r r 
dA 

dt 
(8) 

i= l,2,3,...m 

Now (8) has to be solved iteratively if we take the diffusivity to be D(Ca + 0 - The 
value off thus obtained will be the error due to the spatial discretisation, and the effect 
of this error on the nonlinear diffusion coefficient. However, if we are only interested 
in the error due to the coarseness of the mesh, we can assume D(Ca +£) to be D(Ca). 
Hence writing in a more concise form 

A,7 (Ca + 4)j + Mij j t = 0 (9) 

where K and M are the second order stifness and mass matrices 

A'y 

Mi3 

= E 
i = i 
m 

= £ 

VPiD{Ca)VPjdA 

Pi0,dA 
(10) 

= l,2,3...m 



Using a fully implicit time stepping scheme we obtain the matrix 

*«•£ tf K,j + 
Mil 
At 

fpn+ l l Ma 
At 

K+t?] (") 

The use of the full set. of pieccwise continuous quadratic polynomials for the error £ 
above requires the assembly and solution of a 6 by 6 matrix equation for each of the 
elements in the finite element mesh. Obviously this requires a greater computation time 
than for the calculation of the original solution and becomes prohibitively expensive as 
the number of elements increase. An alternative approach as proposed by Bank and 
Weiser [8], is based on solving a local Neumann problem in each element of the finite 
element mesh. If we apply equation (9) to a single finite clement E we have 

K^Ca+Oj+Kj 
~ArJ{Ca+Oi 

dt ~Jsp-D(Ca)w;dS = 0 (12) 

For a given value of Caj we can compute every quantity in (12) except ^ ^ on the 

boundary of E. Suppose E shares side s with a neighbouring element E' as shown in 

Fig. 1 below; 

Fin', l Two elements sharing an edge s 

Considering the edge s, a possible approximation to ^ - is the average value of j ^ 

on E and E', where Ng is the outward normal from E [9]. Since 

NE = -Ns> 

ivc define the approximation 

'dCa = J n^fe ~ vfc) • s not in m 

<9A'EJJ I 0, s ind f i 

(13) 

where <9fi is the boundary of the bounded domain of interest. Hence the resulting 

approximation to (12) is 

5, 

WC^ + M**^ 0,D(Cn) 
dCa) 
ON 

dS = 0 {U) 

where the value of \§rf:\ depends on which side S, of the triangular element the 

integral is taken. Again using a fully implicit time stepping scheme, the expression for 

a single element is 

M/r 
K!l + 

At tin = KE 4- —^~ ,} At \cT M,f 
At 

P<D(Ca) 

(C+tf 
dCa 

(15) 

6NE 

dS 
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The above analysis leads directly to an error indicator defined element by element and 
is more efficient because it is derived from local computations. 

4, Comparison between global and local error 

Both the above error formulations were implemented on the pscudo 2D mesh shown 
in Fig, 2 below; 

I.N 2 N 

2 , N - i 

I ! 
• -?* ! , " > 

,<?— i 2,, 

! 3 > ~^12- 3 

1 2 " ^ — ~p\"i-7 

Fig. 2 Finite element mesh used in the ID simulations 

Fig. 3a(i) shows the initial profile to be simulated, which is arsenic implanted with 
a dose of 5E15 atoms/cm2 at 75 keV. Fig. 3b(i) shows the diffusion profile after 
20 minutes of annealing at 1000°C with a 30 seconds time step. The points on the 
profile indicate nodal distribution and the square symbols on the profile of Fig. 3b(i) 
are experimental data obtained using SIMS. Fig. 3a(ii) and Fig. 3b(ii) shows the 
corresponding global error profiles and Fig. 3a(iii) and Fig. 3b(iii) are the profiles for 
the local error. As can be seen the maximum global and local errors occur at the steep 
front of the diffusion profiles and the values of the global error are between 9 and 15 
per cent. We can sec that there is a good agreement between the simulated diffusion 
and the experimental data. Thus it seems that a global error of about 15 per cent or 
below together with a 30 seconds time step is acceptable for obtaining a good solution. 
This error value will be use later as a limit over which an element should be refined. As 
can be seen, the local error estimator agrees well with the global error estimator as to 
where the maximum error on the diffusion profiles are. However, the local error values 
are generally about 3 times larger than the global error values. It was also found that 
it took about 30 per cent more CPU time to compute the global error distribution as 
compared to the local error distribution for this particular test problem. 
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Fig. 3 
Comparison between global and local error profiles, 

(i)a,b Initial and diffused concentration profiles for arsenic (5E15n/cm2, 75 keV) 
implant, 

(ii)a,b Global error profiles. 
(iii)a,b Local error profiles. 
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5. Global versus local error criteria for remeshing 

Using the same form of mesh shown in Fig. 2, the remeshing based on the above 
error indicators are compared. To begin with, a very coarse initial mesh which is just 
sufficient to describe the geometry of the implant profile is chosen. This profile is show 
in Fig, 4(a) for an arsenic implant with a dose of 5E15 atoms/cm2 and energy of 75 
keV to be annealed at 1000"C for 20 minutes. The total number of nodes for this initial 
profile is 18. After the first timcstep of 30 seconds the global error profile is shown 
in Fig. 4(b) and the local error profile in Fig. 4(c). From the last section a suitable 
criteria for remeshing based on the global error which can give a good solution was 
found to be 15 per cent or less. Nodes are then introduced if the global error exceeds 
12 per cent and nodes are eliminated from the mesh if the global error is less than 3 
per cent. On the other hand for remeshing based on the local error criteria, nodes are 
introduced if the error values exceed 30 per cent and are eliminated if it is less than 10 
per cent since their values are generally three times larger than the global error. The 
new initial mesh after remeshing using the global error criteria is shown in Fig. 5(a). 
The total number of nodes is now 24 i.e. 6 new nodes have been introduced. Fig. 5(b) 
shows the global error profiled obtained after a solution using this new mesh. It can 
be seen that the introduction of the new nodes resulted in the error being reduced to 
the desired level. When the local error criteria is used, 7 new nodes are introduced 
into the initial mesh. The positions at which the new nodes are introduced are in good 
agreement to those at which nodes are introduced using the global error criteria, as can 
be seen on comparing Figs. 5(c) and Figs, 5(a). Fig. 5(d) also shows that as a result of 
the remeshing, the error has been reduced to the desired local value. Error evaluation 
and remeshing is then carried out at each time step. The diffusion profiles and nodal 
positions after 20 minutes of difusion are shown in Figs. 6 for both remeshing schemes. 
As can be seen a good agreement in terms of nodal distribution is obtain between the 
two profiles. Thus the remeshing scheme based on the local error criteria does produce 
results which are consistent with those obtained using remeshing based on the global 
error criteria. 

Further experiments showed that whilst the introduction of new nodes can reduce 
the maximum error to about 20 per cent of its original value, halving the timestep 
reduces the maximum error by only 5 per cent. This suggests that the error is due 
more to the meshing than the time stepping. However, by doubling the time step to 60 
seconds, it was found that not only did the maximum global error increase substantially 
but that its position had also been altered. Clearly the increase in the maximum error 
was in this case due to the time step. Thus it seems that a time step of 30 seconds is 
a suitable choice for obtaining correct error profile, which is mainly due to the spatial 
discretisation. It should however be noted that in general some experiments have to 
done to determine the time step as it will vary depending on the diffusion conditions 
such as temperature, dose and dopant type. 

6, Application of local Neumann error criteria for adaptive meshing in 2D 

The remeshing based on the local error criteria is now extended to a two dimen­
sional problem. The initial mesh is designed such that equilateral triangles are used 
wherever possible. The error resulting from the first time step is used to refine the 
original mesh by actually doing implant value calculations for each new node that is 
introduced. Delaunay triangulation is used to form the mesh after each refinement. 
Refinement for any element is done by adding new nodes at the midsides of each side 
of a triangular element. This ensures the generation of further equilateral triangles and 
reduces the possibility of generating obtuse angled triangles in the mesh. The refine-
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(a) 
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6? 

depth (jjm) 

Fig. 4 

/nil/a! conce/ifraiKWj profile showing nodal distribution and error profiles before 
rcmeshing. 
(a) Initial implant profile for a 75keV, SElS/cm7 As implant. 
(b) Global error profile, 
(c) Local error profile. 
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(c) 

(d) 
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F ig . 5 

Initial concentration profiles of Fig. 4(a) indicating nodal positions after remeshing 
and their corresponding error profiles. 

(a) Concentration profile after remeshing based on global error, 
(b) Corresponding global error profile. 

(c) Concentration profile after remeshing based on local error. 
(d) Corresponding local error profile. 

depth (fim 

(a) 

depth (fim 

(b) 

Fig. 6 

Diffusion profiles indicating nodal position after 20 minutes diffusion at 1000°C ; 

(a) remeshing based on global error profile. 
(b) remeshing based on local error profile. 
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incuts are applied to a basic core mesh which is preserved throughout the diffusion. 
This enables the core mesh to be refined while removing nodes from the previous time 
step which are not required for the current time step. The core mesh must be such 
thai, it has sufficient nodes for interpolation of values for new nodes over the entire 
diffusion time. This can be determined at the start by examining the physical diffusion 
parameters and ensuring that the error is reduced to the required level by a single re­
finement after the first time step. Figs. 7 and Figs. 8 shows the evolution of the mesh 
and concentration profile when simulating a 5E15 a toms/cm 2 , 75keV arsenic implant 
diffusion at 1000°C for 20 minutes. It can be seen tha t the mesh refinement follows the 
steep front of the concentration profile where the maximum errors are expected. This 
result was compared to a solution using a static mesh in which the entire core mesh 
was refined. The profile after 20 minutes diffusion was the same but it took 3 times 
longer to simulate. 

7, C o n c l u s i o n 

A remeshing technique based on a posteriori error criteria has been presented. 
Investigation into global and local error showed that the local error estimator can be 
used as a criteria for remeshing but with a value about 3 times larger than the global 
error estimator. The remeshing scheme based on local Neumann error criteria has been 
successfully implemented for simulating two dimensional diffusion of MOS source/drain 
regions and on average resulted in a 65 per cent reduction in CPU times as compared 
with solutions based on a static mesh. 
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Fig. 7 
Two dimensional remeshing results based on local error criteria for a 75 keV, 5E15 
n/crri1 as implant to be annealed at 1000"C. 
(a) Initial core mesh which is preserved throughout the diffusion. 
(b) Initial refinement for the implant profile, 
(c) Initial implant profile. Contours loglO values of concentration ranging from 

lE3(deepest) to 1E8 (nearest surface) in n/p 3 . Crosses indicate nodal posi­
tions. 
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Fig. 8 

Mesh and concentration profiles after 20 minutes diffusion. Contour values as in 

Fig- 7(c) 


