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Introduction 
Modern solid state optoelectronic systems are now capable of operating 

at such high frequencies that it has become necessary' to employ microwave 
and even millimetric wave technology in their applications. Sobol (1987) 
summarises the present achievements made in optical communications 
which range from the commercially available systems with transmission rates 
of 500 Mbit/s at 1.3 /im wavelengths to laboratory tests where 4 Gbit/s have 
been reported at 1.55 jim wavelengths. The most common type of devices 
used for high speed optical detection are p-i-n and Schottky barrier photo-
diodes. Some applications have also emploved optically controlled MES-
FETs. 

This paper concentrates on the theoretical understanding and modelling 
of GaAs Schottky photodiodes. Although the basic principles of optical 
detection are well understood, the device response to ultrashort pulses of the 
order of picoseconds can only be theoretically determined by numerical 
simulation. Two separate methods are considered, a bipolar drift-diffusion 
model and a Monte Carlo model. Results from these simulations are 
presented, along with theoretically determined hole transport characteristics 
for GaAs, obtained using the Monte Carlo technique. 

The Device 
The type of photodetectors primarily under investigation are high speed 

photodiodes described by Parker et. al. (1985, 1986, 1987) which are fabri­
cated with an Indium Tin Oxide (1TO) Schottky contact to n-type Gallium 
Arsenide (GaAs). This type of device has been reported to have a 
bandwidth of 110 GHz. The basic structure of device is shown in fig. 1. Opt­
ical illumination at wavelengths <880nm is through the 1TO which is tran­
sparent at these frequencies. Due to the simple linear structure and large 
aspect ratio it is quite reasonable to use a one dimensional model of the dev­
ice as shown in fig. 2(a). 

The energy-band diagram for the reverse biased-device is shown in 
fig.2(b). Optical generation occurs in both the n~ and n + regions, where 
the generated carriers come under the influence of high and low electric 
fields respectively. In the n ' region, therefore, they attain velocities close to 
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Fig. 2 (a) Schottky photodiode (b) Energy band diagram 
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saturation, whereas slow diffusion processes dominate transport in the 
n + region. 

The Drift-Diffusion Model 
The device has been simulated using a bipolar drift-diffusion model of 

the type described by Snowden (1986). A similar approach was used by 
Peterson (1987) to model Si interdigitated photoconductors, which success­
fully predicted the device response. Here the work has been extended to 
include a Schottky barrier model and the field dependent carrier transport 
properties of GaAs, A number of improvements have also been made to the 
original work of Barry et. al. (1988). 

The discretisation of the drift-diffusion model enables the set of equa­
tions in fig. 3 to be solved by numerical techniques subject to the boundary 
conditions described below. For the finite-difference Poisson solver, these 
consist of fixed potentials representing the barrier height of ~ 0.9 V at the 
Schottky contact and the DC bias apphed to the ohmic contact. 

The electron mobility is calculated a function of electric field, doping 
and temperature by the empirical expression given by Snowden (1983). An 
expression for the hole mobility as a function of the electric field strength 
(E) has been derived from the hole transport properties calculated by the 
Monte Carlo model shown in fig. 4. 
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Fig. 4 Velocity field curves for holes in GaAs at 300K 
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where the low field niobility \xtmv =330cm2V ^s~\ the hole saturated 
velocity vsal = 1.06x10' cms ~"! and /? = 5. 
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In order to avoid numerical instability when solving the current con­
tinuity equations it is necessary to re-write them in terms of Bernoulli func­
tions as described by Scharfetter and Gummel (1969). The boundary condi­
tions are set by fixing the electron and hole concentrations for the the first 
and last element in the arrays. At the Schottky contact the electron concen­
tration is calculated from the effective density of states in the conduction 
band (Nc) and the Schottky barrier height ($£„) and is given by 

(2) 
v ' n = JVcexp 

-q$Bn 1 

kDT 

- 3 \ (cm _ J ) 

where q is the electronic charge (C), kB the Boltzmann constant (JK ) and 
T the device temperature (K). The n + doping concentration is held at the 
ohmic contact. The initial hole concentration is then calculated to be: 

nf i -3x 
(3) P = — (cm ) 
where n-t is the intrinsic carrier concentration. 

The thermal generation-recombination rate is modelled using the 
Schockly-Hall-Read model where the net rate is given as: 

(4) "f ~Pn (ernes'1) 
*-*thermal ~~ / , \ . / , \ 

T„(p+Pt) + Tp(n+nt) 
where T„ and rp are the carrier lifetimes. For trap centres in the middle of 
the band gap n, = p, = rij. 

The optical generation rate is a function of the exponential absorption 
which occurs when an optical electromagnetic wave passes through the dev­
ice and is given by: 

(5) Gopl(x) = $aexp(-ax) (cm ~3s _ 1 ) 

where x is the distance into the device (cm) and a the absorption coefficient 
(cm ~l). The light flux density $, may be written in terms of incident optical 
power Popl (W), the photon energy hu (J), the photosensitive device area A 
(cm 2) and the reflection coefficient r: 

(6) $ = ̂ ^ i (S °n } 

Making Popl(t) a function of time allows the laser to be switched on and off 
at different time steps during the simulation and has the added advantage of 
allowing the optical pulse to be shaped. 

The simulation is capable of calculating both time dependent and 
steady-state results. For the time dependent solution successive under relax­
ation is used to ensure the current continuity equations will converge suc­
cessfully. A solution for the steady-state case can be found much more 
quickly by recognising that 

(7) ^ i = 0 and ^ = 0 
dt dt 
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The continuity equations for the whole device may then be written as 

(8) A",p >,p R, >,p 

where A„ „ is a square tridiagonal matrix made up of the Bernoulli functions, 
c,up are the corresponding discretised carrier concentrations and the vector 
R„ iP is made up of the generation rates and boundary conditions described 
above. This equation is solved directly using LU decomposition. In order to 
ensure convergence the carrier concentrations must be calculated after each 
iteration of the Poisson equation. For highly doped regions it is also neces­
sary to either increase the number of discretised points or reduce the rate of 
over-relaxation in the Poisson solver. 

T h e total current density is calculated at each t ime step as 

<9> J =/ +J +ee~ (Aon-2) 
''lot Jn T Jp ~ tos-r p . 

where Jn and Jp are the carrier current densities and the last te rm is the dis­
placement current associated with the detector 's capacitance. 

The Monte Carlo Models 
The Monte Carlo particle modelling technique (Jacoboni and Reggiani, 

1983; Moglestue, 1986) has been used to simulate the t ransport of both elec­
trons and holes in bulk GaAs, and is being applied to the modelling of photo-
diode structures. A flow diagram for the bulk programs is shown in fig 5, 

The conduction band of GaAs is represented as three spherical, non-
parabolic valleys at the T, L and X points in k-space (Littlejohn et.al. 1977). 
The model used for the valence band structure corresponds to that of Cos-
ta to et.al. (1972), consisting of two spherical, parabolic bands degenera te at 
the T point, the split-off band being neglected. This model is considerably 
simpler than that of Brennan and Hess (1984), which includes all three bands 
and accounts for the full complexity of band structure. This simple model 
was chosen as there was no requirement to include anisotropic effects such 
as impact ionisation. The results for hole t ransport suggest that the assump­
tion of parabolicity, in particular, may be inaccurate, and work is continuing 
to improve the model. 

Scattering processes included in the models are those caused by ionised 
impurities, polar and nonpolar optical phonons (including electron interval-
ley scattering) and acoustic phonons (Nag, 1972). The dominant processes 
in determining carrier transport at low electric fields are those involving 
polar optical phonons, whilst at high electric fields nonpolar optical mechan­
isms (intervalley scattering for electrons) dominate . 

The M o n t e Car lo Photodiode Simulation 
The Monte Carlo procedures used to model bulk carrier transport have 

been incorporated into a one dimensional simulation of the photodiode of 
fig. J. In contrast to the drift-diffusion approach which uses a greatly 
simplified model to describe carrier transport , the Monte Carlo technique 
provides, intrinsically, a complete model of carrier transport including non-
stationary and hot-carrier effects. 
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Fig. 5 Flow diagram for the Monte Carlo procedure 
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The Poisson equation is solved iterative])' as for the drift-diffusion 
model. The Monte Carlo and Poisson solving procedures are carried out in 
succession, providing self-consistent solutions for potential, electric field and 
carrier concentration throughout the device. 

The requirement for constant electron density at the ohmic contact is 
met by injecting 'cold' electrons at each time step. Particles leaving the dev­
ice by either contact are lost to the simulation. Current is determined from 
the number of particles passing through the terminals. 

Illumination of the device is accounted for at each time step. The pho-
togeneration rate is given by: 

(10) N = — ^ - (s'1) 
q 

where N is the number of electron-hole pairs generated per second and R is 
the device responsivity (A/W). 

The spatial distribution of optically generated electron-hole pairs (eq. 5) 
is chosen by a random number procedure thus: 

(11) \n[(e~°w-l)r + l] (cm) 
x = 

-a 
where x is the depth into the device at which electron-hole pairs are gen­
erated, W the device thickness (cm) and r a random number between 0 and 
1. Both types of particle are initially assigned zero energy, corresponding to 
an input photon energy equal to the GaAs bandgap of 1.44 eV, or a 
wavelength of 860 nm. 

Previous Monte Carlo models of optoelectronic devices have neglected 
electron-hole recombination (Moglestue, 1984). The effect of this process is 
included in this work, by means of an extra 'scattering' mechanism. The rate 
of recombination (eq. 4) is calculated at each time step for each internal 
node. Particles undergoing one of these events are lost to the simulation, 
along with their nearest neighbour of opposite charge. 

Simulation Results. 
Results from the bulk hole transport simulation, in the form of 

velocity-field curves, are shown in fig. 4. Comparison of these with experi­
mental (Holway et. al., 1979) and theoretical (Brennan and Hess, 1984) 
results for GaAs hole mobility show good general agreement, although 
saturated velocities as calculated here are larger. This is in accordance with 
the the simplified valence band structure assumed here. 

The following results have been calculated for the device of fig. 1. 
Steady-state solutions for the device with a reverse bias of 5 volts under dark 
and constant illuminated conditions are shown in/4'. 6. h c a n De seen that 
with no illumination the depletion region extends to the n + region. Reverse 
bias IV characteristics for different levels of illumination are shown in fig. 7. 
Internal potential and electric field distributions do not change significantly 
between dark and light conditions. 

The current response of the device when illuminated with two different 
optical pulse shapes is shown in fig. 8. The first example is a perfectly square 
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Fig. 7 Reverse bias IV characteristics 

10 ps puJse with an incident power of 15 mW, this generates a detector 
response pulse with a FWHM of 10 ps. The second is a simple cosine with a 
FWHM of 10 ps and 15 mW peak incident power which generates a detector 
response with a FWHM of 15 ps. The difference between the two pulses is 
most significant in their rise times, the response to the square optical pulse 
being much sharper. When there is no further illumination both pulses have 
a similar decay. To compare these results with experimental data it is neces­
sary to model the device parasitics using a relevant circuit model. An addi­
tional problem when making such measurements on these time scales is, 
when using the fastest sampling scope available, with 25 ps rise time, the 
results will still be scope limited. 

Fig. 8 Device response to lOps pulses 
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Results from the Monte Carlo device simulation will be given during 
the presentation. 

Conclusions 
Monte Carlo and drift-diffusion models have been described for a high 

speed GaAs Schottky photodiode. An expression for the hole mobility as a 
function of electric field has been fitted to the results from the Monte Carlo 
simulation and used in the drift-diffusion model. Steady-state and transient 
results from the drift-diffusion model have been presented. These models 
have supplied a physical insight into the operation of such devices under the 
influence of ultra-short optical pulses. 
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