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ABSTRACT 

This paper describes the algorithmic choices in the program 

CURRY. CURRY is a program package for 2D on state time depend

ent semiconductor device modelling. 

1 . INTRODUCTION 

In the following the algorithmic choices made for the program 

package CURRY are described. This package can be used for the 

simulation of 2D transient semiconductor device modelling 

problems. 

It is a package of similar structure to SEMMY (Polak et al., 

[8]) and MAGGY (Polak et al., [9]). 

Here we only give a compact presentation of the total algor

ithm; an extensive discussion can be found in Polak et al., 

12]. In order to design an algorithm, the following range of 

topics must be 

considered: - choice of unknowns 

- spatial discretisation 

- time integration 

- nonlinear solving 

- linear solving. 

As an example we show a MOSFET, for which we calculate the 
t r a n s i e n t behaviour. 
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Throughout the paper the equations and parameters involved in 

device simulation are supposed to be known. 

The equations have the basic form: 

div eE = p 

q 8p/9t = • 

q 8n/8t = 

•div J -qR 

div Jn-qR 

where E = -grad \|j is the electric field, e the permittivity, p 

the space charge density, q the elementary charge and Jp, Jn 

the current densities of holes and electrons respectively. 

2. CHOICE OF UNKNOWNS 

From a physical point of view the variables I)J, p and n are the 

most logical choices. However, for computational reasons other 

choices are often advantageous. The most used possibilities 

are shown in the following table. 
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Table 1. Choices of unknowns 

The unknowns may be ranked according to their "exponential 

behaviour". Then a is the "friendliest" and <j> the "worst". 

However, the character of the equations in a is extremely non
linear. 

The character of the equations in $ is, from a mathematical 

point of view, "friendlier". The 4> continuity equation, e.g. 

is monotonic in $ (see Polak et al., [12]). Basically there 

are two classes of unknowns, on the one hand a, <(> on the other 

hand (p, n), $ where the first are less varying in general 

than the second. However we would like to choose one of the 

operators of the second class for the nonlinear equation 

solving. 

So preferred choices of unknowns and equations do not go 

together. We shall see how they are combined in the CURRY 

algorithm nevertheless. 
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3. SPATIAL DISCRETISATION 

For the spatial discretisation a mesh-box-grid pair is con

structed in the following way. 

The mesh consists of quadrilaterals and triangles. Then the 

boxgrid is constructed from the centroids (1/4 of the sum of 

the vertices for quadrilaterals, 1/3 of the sum of the ver

tices for triangles) and tl>e midpoints of the sides as shown 

in figure 1. 

Fig. 1 Construction of mesh-box-grid 

On the meshes unknown functions (e.g. \|J,CT , a ) are approxi
mated in the FEM manner, by linear basis functions on the 

triangles and by isoparametic bilinear functions on the 

quadrilaterals. Then the equations, which are all of the type 

div. T= h, are replaced for each box by using a Green's theorem 

giving / T.dn = // h 
6B . B 

where as usual B is the boxsurface and 6B the boxperimeter. 

Then a quadrature is used to replace the left hand side by 

X T..dn, , 
1=1 i i 

and the right hand side by h0.meas (B) where h0 is evaluated 

in the only mesh point inside the box. For the continuity 

equations some form of fitting (see e.g. Doolan et al., [2J, 

Polak et al., [11J ) has to be used to prevent spurious 

oscillations. We use the fitting described in Polak et al., 

[ll] (see also Polak et al., [12]), so in each quadrature 

point J is decomposed in Jj?,, and Jg , the components parallel 

and perpendicular to the field direction. Then the parallel 

component is fitted. 
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h 
So e.g. the discrete Jp in a quadrature point is defined by 

jj = y (grad ph + ph grad ^ ) 

+ (y(L) - 1) (grad ijjh, grad ph) (grad ^Z ||grad tyh \\2 ) 

where ph and i|>. are the (usual FEM) approximations, 

Y ( L ) = L c o t h ( L ) wi th L= . 5 / ( i p * | | v | | 2 + ^ | |w||2) , 

the isopararaetic transformation given by x (s, t), y (s, t) 

v=(3x/3s, 3y/3s) , w=(3x/3t, 3y/3t) 
and \JJy, ̂ w the v and w derivatives of \|J . 

In the case of a quadrilateral mesh (no triangles) this scheme 

gives a nine point difference formula. There are two major 

criteria involved in choosing a discretisation for these 

equations: - stability 
- local current continuity 

The stability is obtained in an optimal way in some sense by 

the particular fitting procedure as is discussed in Polak et 

al., [11]. The local current continuity is guaranteed by the 

use of the Green's theorem. However, the usual way of applying 

this theorem by constructing boxes from midperpendiculars 

should be avoided because it gives excessive geometrical 

restrictions (Mock, [6J). 

Also, in these conference proceedings, Van Welij ([15]) dis

cusses a finite element method which can be viewed as a 

generalisation of the Scharfetter-Gummel method, both for 2-

and 3-dimensional problems. In this method, the current 

density is uniquely defined. Also, it reduces to the standard 

finite element method whenever the electric field is zero. 

4. TIME DISCRETISATION 

For the time discretisation we compared three methods, back

ward Euler, the scheme presented in Bank et al.,[l] , here 

called the Bell scheme and a variant of Gear's method (see 

Hindmarsch, [4]). We also compared the choice of variables 

p and a. 
The conclusion was that Gear in a is superior to the other 

schemes. 
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A typical comparison for a 1D diode is shown in the following 

table. The diode is switched from thermal equilibrium to 0.8 V 

in 10-9 sees. The table is a comparison at t = 10" . 

METHOD 

Bell 

Gear 

Gear( ) 

# DBC.PL. 

2.66 

2.36 

3.57 

# STEPS 

63 

119 

95 

NEWT.IT. 

660 

205 

141 

TABLE 2. Comparison of Bell, Gear and 

when switching from thermal 

equilibrium to 0.8 V forward 

5. NONLINEAR SOLVING 

The discretised problem gives a finite set of nonlinear 

equations. To solve this set we use a combination of a number 

of algorithms: 

- continuation 

- Gauss-Seidel (Gummel) 
- Newton + correction transformation 

- subset solving 

In this context continuation simply means increasing or de

creasing the applied potentials from a situation with a known 

solution to a "nearby" situation with an unknown solution. 

At present we use neither a predictor (see Polak et al., [9J) 

nor a sophisticated step strategy. The reason for this is that 

predictors sofar have been based on "polynomial reasoning" and 

disturb rather than predict the next solution. 

Only the simplest step strategy is reasonably robust. However, 

we plan to investigate predictors again in the near future 

because we believe them to be essential. 

Gummel's successive substitution is very well known so we do 

not describe it here. We only use it either where it converges 

fast (e.g. low currents) or to obtain an initial solution for 

the Newton-Raphson iterations. We always finally use the 

latter to obtain sufficient accuracy. Our use of the Newton-

Raphson process in CURRY is special and very important for the 

computing time. 

Here we come back to the choice of variables discussed in one 

of the previous sections. 
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Suppose we have a set of equations 

Fi Jui, ... un) =0 

Fn (ulf .., un)^0 

with a Jacobian matrix Jn. Suppose further Uj = u- (v., .., v n). 

Then (under suitable nonsingularity conditions) Jn= Jv . Jvu 

where Jvu is the Jacobian matrix of 3U./3V. components. 

This implies that a Newton correction vector dv for the v 

variables can be obtained from a Newton correction du for the u 

variables by a matrix multiplication. The matrix Jvu for e.g. 

the transformation from the Newton correction vector d~ (of 

nodal values) to the Newton correction vector dp is a diagonal 

matrix. In general the matrix Jvu for any pair of choices for 

the unknown functions from table one is at most bidiagonal. So 

for the semiconductor problem it is a simple transformation 

from the vector of nodal Newton correction for one variable 

choice to the vector of nodal Newton corrections for another 

choice. 

We use this to form triples, e.g. (a, p , a ) where we first 

compute the Newton correction da , then from that the Newton 

correction dp and from this the correction Da for a (that is 

not a Newton correction) defining the same change in p as dp. 

The advantage is that we have a Newton process for the 

$- operator, that is the "most linear" with only calculations 

in a the "least exponentally behaved" variables. Of course, we 
do not explicitly compute the intermediate dp corrections. 

This implies that for the triple (a, $,a ) we have 

Da = log (1 + d<J> + di\>) - (Ity . 
Typically for a one dimensional transistor we may find the 
following table. 
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BIAS 

Vbe= 01Vbc=
 1 

Vbe= 0.8,Vbc= * 

Vbe= 0.9rVbc= 1 

Total 

without correct, 

transformation 

# NEWT. 

15 

56 

38 

109 

CPD 

6.43 

25.04 

23.28 

54.75 

with correction 

transformation 

# NEWT. 

5 

18 

23 

46 

CPD 

3.26 

4.05 

7.38 

14.69 

TABLE 3. Comparison of 1-D transistor simulations 

with and without correction transformation 

SubSetSolving has been discussed in some detail in Polak et 

al., [10] and Schilders et al., [13]. The basic idea is to 

reduce the set of equations and unknowns as much as possible 

during the Newton process by omitting those with small enough 

corrections. Then we go back to the full set repeating this 

until in one reduction all corrections are small enough. The 

algorithm more precisely has the following form. 

set initial guess u, tolerance C, T = 0, R = S 

while T 4 R 

do R = S 

while R ^ 0 

do Si = R, S2 = S\R 

calculate du, u = u + du 

T = R 

R = {i C R | | dui|> C } 
od 

od 

We have used this algorithm for all our analyses the last 

years and found that where ever we performed a comparison the 

use of SubSetSolving was faster. 

At present we are investigating the effect of the choice of 

variables on the SubSetSolving. So far we have used § for the 

SubSetSolving. 
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However, we suspect that a and p will give more benefit of the 
SubSetSolving, because charge neutral regions will have a zero 
Newton correction. 

6. LINEAR EQUATION SOLVING 

The linear equation solving has been extensively reported at 

the last conference in this series by Den Heyer ([3]). 

We use a preconditioned CGS-method, for solving linear systems 

of the form Bx = d, where B is a non-symmetric matrix. The 

CGS-method is a variant of the bi-conjugate gradient method; 

see, e.g., Sonneveld ([14J). The algorithm is as follows: 

S t a r t : y = 0; rQ = b ; P0 = e 0 = r 0 ; k = 0. 

While ( | | r
k l l > to lerance) 

do 

a k = ( r 0 , B r k ) / ( r 0 , B 2 p ) 

yk+1= yk + \ ( 2 e
k - B P > 

rk+1= r k " \ * B ( 2 e k - B p ) 

6 k = ( r 0 ' B r k + 1 ) / ( r V B V 

e k + r r k + l T p k v c k ( e ^ - a k x B p k ) 

Pk+1= e k + 1 + 3 k ( e k - ° l k B p k + 0 k p k ) 

k = k + 1 

od 

The preconditioning is based on an idea of Meyerink ([5]). It 

consists of a nested tridiagonal block decomposition where the 
outer decompositions are incomplete. 

In the inner decomposition small blocks of 3 by 3 matrices ate 

found that are inverted exactly. To be more specific: 

assume that 

D1 01 

B = 
L2 D2 U2 

\ U n-1 
L-n u n 
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Then: B= (L + D') ( D ' T 1 (D' +U) 
where D' i s a block diagonal matr ix with: 

D J = D l 

D } B D J - L J D J - i U J - i ' j = 2 > • • '"• 

However, the diagonal blocks Dl of D' are not tridiagonal. 

Meijerink (| 5|) proposed an incomplete factorization. In this 

decomposition, the matrix D' is replaced by Aj with 

A 1=D 1 

A. = D,-trid (L,(A, ) - 1 U, ) , j = 2, .., n. 
J J J J-i J-i 

Then the block diagonal matrix A has the same sparsity patterns 

as D . since L. and U. are (at most) tridiagonal, we only 

need to calculate the main diagonal and some codiagonals of 

(A. jT^his is straightforward since A. is tridiagonal: 

iJ-.!,AJ-i+1,9M (I + flJ-i) 

Using the above decomposition, CGS is then applied to the 
following preconditioned system: 

(I + ftML + A)- 1 B(A + U ) - 1 (A + I) 0y 

= (I+n)(L + A ) _ 1 d. 

7. EXAMPLE 

Some examples illustrating the behaviour of the numerical 

methods are given in Polak et al. ( [12]). Here we present a 

time dependent problem. We consider a MOSFET transistor, for 

which the doping profile is displayed in Fig. 2. 

We first calculate the steady-state solution for the bias con

dition with 10V on the gate and 0V on the other contacts. 

Then, within 1ns, we switch the gate voltage to -5V. A tran

sient simulation is then performed. 
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In Table 4 we display the process when using Gear's method 
with \\>, a_, an as the unknowns. In Figs. 2 - 5 we show p l o t s 
of the' electron concentration at different time l e v e l s , 
whereas Figs. 6 - 9 contain the modulus of the e l e c t r o n 
current dens i ty . 

TIME 

1 ns 

2 

5 

10 

20 

50 

100 

200 

500 

1 us 

2 

5 

10 

20 

50 

100 

« STEPS 

77 

118 

127 

133 

137 

146 

152 

159 

165 

171 

179 

190 

196 

202 

209 

214 

ORDER 

1 

3 

2 

2 

2 

2 

3 

2 

1 

2 

2 

2 

2 

2 

2 

2 

I-drain (n/cm) 

8.033(-1) 

1.802(-1) 

1.590(-1) 

1.470(-1) 

1.346(-1) 

1.159(-1) 

1.070(-1) 

1.016(-1) 

8.731(-2) 

6.665(-2) 

4.315(-2) 

1.987(-2) 

1.003<-2) 

4.865(-3) 

1.795<-3) 

8.120<-4) 

TABLE 4. Results of transient simulation 
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DOPE TRANSIENT MOSFET CURRY 

Figure 2 

TRANSIENT MOSFET TIME= 0 NS 
CURRY 

Figure 3 
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80 0-°>^ 

TRANSIENT MOSFET TIME= 1 NS 

Figure 4 

i see 

CURRY 

X-VALOES . ."..E^b00 i - i o Z i T 0-,°>V tfJ.A.^ 

TRANSIENT MOSFET TIME=100 NS 
CURRY 

Figure 5 
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TRANSIENT MOSFET TIME*100 MICS 
CURRY 

Figure 6 

0.40 0.80 
1.20 1.60 2.00 2.40 2.80 0 \ /» X-VALUES i . .« IE-3 

JNABS TRANSIENT MOSFET TIME= 0 NS 
CURRY 

Figure 7 
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- 0 . 0 0 

x-'As V^F^r i r l r i r^v^ 

JNABS TRANSIENT MOSFET TIME= 1 NS 
CURRY 

Figure 8 

- 0 . 0 0 0 . 4 0 

-'VALUES v?..t&°° 2 - ^ i T 5 r " ^ ^ ' 

JNABS TRANSIENT MOSFET TIME=100 NS 
CURRY 

Figure 9 


