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The paper presents the results of the applica­
tion of the known factorization method for continui­
ty equations for electrons and holes. It is shown 
that the Buleev-Stone method traditionally employed 
in the given situation yields considerably to ano­
ther version of the factorization method. The expli­
cit expressions for iterative formulae in both ca­
ses are represented. 

Introduction 

At present there is published a considerable 
number of papers L" 1-6 J devoted to the application 
of the factorization methods for solving the equat­
ions of mathematical physics. The substantiation of 
the factorization algorithms convergence is carried 
out mainly for the cases when a system of differen­
ce equations approximating the initial differential 
equations satisfies the diagonal predominance condi­
tion. In practice in a number of cases such a predo­
minance is absent as, f.e., for equations of elect­
ron and hole transfer in semiconductor. In this si­
tuation up to now the Buleev factorization method 
has been traditionally used which enables one to 
find the solution also in the absence of the diago­
nal predominance. In the present paper there is sug­
gested for the mentioned case to make use of the 
known modification of the Buleev method which al­
lows to reduce essentially the computational efforts 
for deriving the solution. 

I. The governing equation and the difference scheme 

An equation describing the electrons transfer 
in a semiconductor in the diffusion-drift approxima­
tion after the passage to the dimensionless variab­
les has the following form 
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Here , and , are the density and the life time 
of electrons and holes, respectively, is the 
electron mobility, is the electrostatic potential. 
Making use of the integral-interpolation Samarsky s 
formula 7 OT of the Marchuk's integral identity 
8 , one can derive the difference scheme 9 ap­
proximating the equation (I) 

The Bernoulli function B(w,) = u./(eJCD(u.) + .f) steps 
in the coordinates/t£ *X->1-Xi;i3--y.,£-srJ. The upper, index 
0 designates the values from the foregoing Gummel 
iteration. It is obvious from the form of coeffici­
ents of Eq.(2) that the diagonal predominance does 
not hold in this case. For solving the Eq.(I) there 
exist two alternatives: either pass on to the vari­
ables ̂=/teac/)(-vP) and qp), Qa./)(v|>), then write down the dif­
ference scheme which will satisfy the diagonal pre­
dominance condition or find an efficient method of 
solving the system (2). The first means is undesirab­
le because a computer cannot operate at too large 
and too small numbers and the variables values cp*. 
and ?» can change by many orders in virtue of the 
exponential character of the dependence on the ap­
plied voltage. So for the MOSPET's with the voltage 
on the substrate -5 and on the drain +5 the values 
of the mentioned variables chane more than by 150 
orders, that it is inadmissible for most computers. 
In real schemes the MOSPET's function at the volta­
ges up to a few tens of volts. 

The difficulties of the work with a system of 
equations not satisfying the diagonal predominance 
condition are associated with the fact that a num­
ber of efficient methods ceases to converge at such 
conditions (as, f.e., the method of incomplete fac­
torization and parabolic sweeps [1,6] ). Many me­
thods converge extremely slowly because a system of 
equations (2; is ill-conditioned (so, f.e., the 
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Zeidel method and the over relaxation method conver­
ge in thousand and more iterations). The Buleev-Sto-
ne method C 3»4 J without application of"canceling" 
(the iterative parameter in the method C4J is equal 
to zero) has proved to be sufficiently efficient 
method for solving the problem (2) which up to now 
is used in the applied computational programs of 
the semiconductor devices. In paper 5 there has 
been suggested the Stone method modification which 
is tested when solving the heat conduction equation 
and has proved to be more efficient as compared with 
the Stone method. In the given work there is carried 
out the comparison of the methods £41 and f 5 J when 
applied to the system (2). 

II. Two means of constructing the factorization 
schemes 

Y/rite down a system of equations (2) in the 
matrix form 

Qt^k *ft (2a) 
Here Qi, is the pentadiagonal matrix of the dimensi­
on (N M; x (N M),K-I- is the vector of the solution, 
|t is the right-hand side vector. The corresponden­
ce of the indices i- , j and k is set by the formula 
k =(]-!)• M>-1 . The correspondence of the matrix coeffi­
cients ->cik to those of the system (2) is represented 
in Pig.I. Attempt to approximate as much as possib­
le the matrix Q ^ by the product of the lower trian­
gular matrix Lt^ and the upper triangular U.^K matrix 
having the four-diagonal structure (see Pig.2). Per­
forming the multiplication of the matrices L and 
U. and equating Qi^^^e* , we arrive at a system 
of equations relating the coefficients jl , v> , i\ of 
the matrix L and those ,̂5, #,p of the matrix H 
with the coefficients of the governing system (2). 

-h -h)(t.M (3) 

A ~~M *l-mi 
(4) 

For certainty we shall speak about electrons though 
all the said is referred to an equal extent to the 
holes also. 
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ye -*e ^ ^ t . L (5) 

As it can "be easily seen, we have a system ox nine 
equations with seven unknown quantities for each 
value of 1= 1,2 M 'N, i.e. it is impossible 
to represent the matrix £Uk exactly in the form of 
the product of two triangular matrices. As a result 
there remain either the "superfluous" diagonals *LJ> 
or M> , % . The version oCt = A,= 0 corresponds to the 
Buleev-Stone method f3,4] , and the version Vf-%(.-0 
corresponds to the method stated in 5 (with the 
zero value of the iterative parameter). To complete 
a picture, we represent the expressions for comput­
ing the coefficients of the triangular matrices: 

For the case (4): 

(6) 

a t tha t *L = a- Jt--Q a t I i. M in v i r tue of the coef­
f i c i e n t s cct and bL determination (at g rea te r length 
see [4,5j ) ; 

for the case ( 5 ) : 

(7) 

as in the case (6) \ t -- 0 for I = i ; *)i - 0 for ̂  n . 
The iterative process of finding the solution 

Is constructed in the following way: at first a va­
lue of the auxiliary variable shouls he found 

**9^<l\*<>LXiUi* Wu**) ( 8 ) 

•where Qes is the matrix embodying the "superfluous" 
diagonals, the rest of its elements equals zero, i 
Toeing the iteration number. Then we find the soluti­
on 

For convenience we represent the explicit formula 
for (8,9) in the case of using the schemes (6) and 
(7). 
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For the scheme (6) we have a d i rec t sweep 

and a reverse sweep (IK = A/M? A/M- JE ,.-., i 

^ * H T S - > ^ (11) 

Similarly for the scheme (7) we have for 
»t -- iI2,...lWi

yI 

and for /-K. = A/M, A/M-1,..., 1 

'^^--(^-^^^u-^^^H-i-Ay^J/^ (13) 
The method f 3,4J without "canceling" is given 

by expressions (2,6,10.11) and the method f5J "by 
expressions (2,7,12,13). 

III. Computational results 

A comparison of the schemes (6) and (7) effici­
ency is carried out at the example of the solution 
of the continuity and Poisson equation for the MOS-
PET in the two-dimensional approximation. 

The results are represented in Table I and in 
Pigs. 3a,b. There is considered a case of the MOS-
PET with the impurity concentration: in regions of 
the source and the drain 10ltf cm, in the substrate 
10 cm , applied voltage to the source 0, to the 
substrate 0, to the drain +3 and to the gate +5 
volts, the efficient channel length 3.5jum. It is 
seen from the table that the scheme (7) is essenti­
ally more economical with respect to the number of 
iterations. So for the continuity equation for ho­
les and for the Poisson equation it is required two 
timess less iterations for achieving the same accu­
racy and for solving the continuity equation for 
electrons it is required even 3-4 times less itera­
tions. Since the number of operations needed for 
one iteration is close in both cases, the time of 
the central processor needed for solving the equat­
ion in the case of using the scheme (7) is less. 
Por the first two equations it is less 1.5-1.7 ti­
mes, for the latter - 2.5-3.5 times. 
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The number of iterations necessary for achieving 
the preset residual by solving the continuity 
equations for electrons ( H. ) and holes (p ), and 
the Poisson equation (<*f ) for the given number of 
Gummel iteration N^. The upper number is the num­
ber of iterations necessary for the method (2,6, 
10,11); the lower one for the method (2,7,12,13). 
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The dependence of the residual on the iteration 
number is given in Pigs. 3a,b for the continuity equ­
ation of electron and hole, respectively. It is seen 
that in all the cases the scheme (7) has proved to he 
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Pigs. 3a,h Dependence of the decimal logarithm of residu­
al of solving the continuity equation for electrons (a) 
and holes (b) on the iteration number. 
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•more efficient. The res^ual was determined via the 
formula 

R e 5 = HtCLX | £ E k H>L - f o ) 

at that the coefficients of the governing system 
were normalized by a central one so that <3t = 1. 

Conclusions 
The method suggested in f5I without "canceling" 

(the iterative parameter is equal to zero) whose 
computational formulae are given in (2,7,12,13) is 
more efficient than the other methods employed no­
wadays for solving the charge transfer equation in 
semiconductor devices. The method is easily program­
med, it can be applied to systems without diagonal 
predominance. 

The authors are thankful to V.P.Ginkin for re­
commendations on the use of the method f 5 J • 
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