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SUMMARY 

A two-dimensional numerical simulation of a planar 
Transferred Electron Device (T.E.D) is used as a specific exam
ple of the performance of device simulations when operation at 
microwave frequencies is required. Particular attention is 
given to the formulation of the conservation equations and the 
inclusion of energy relaxation effects of GaAs. The Poisson 
equation and the energy and momentum conservation equations 
used are realised in finite difference form for use in a com
puter model. With the inclusion of mobility and electron tem
perature data, the model is used in a time domain simulation. 
The steady-state device behaviour is shown to be adequately 
modelled using simpler equations, ignoring energy relaxation 
effects. At microwave frequencies the device admittance is 
calculated and the results with and without energy relaxation 
are compared. In the case of the T.E.D. the differences at 
microwave frequencies are seen to be significant and at 20 GHz 
and above are dramatic. 

INTRODUCTION 

The increasing importance and potential of monolithic 
integrated circuits in the microwave field has led to an 
increasing demand for the fundamental understanding of monol
ithic microwave elements on semiconductor material. The sem
iconductor material normally used at microwave frequencies is 
Gallium Arsenide (GaAs) because of its higher mobility than 
silicon and the negative differential mobility region, essen
tial for the operation of Transferred Electron Devices 
(T.E.D.). An enormous effort has been applied in recent years 
to the development of GaAs technology and the investigation of 
the electrical properties and electron transport phenomena of 
the material. The mechanical properties and crystal purity 
have progressed to a stage where many useful devices and even 
whole circuits can be readily fabricated and used. The 
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understanding of the electrical behaviour, however, has not 
produced any simple rules by which device behaviour can be 
accurately predicted. The electron transport phenomena of the 
material is quite well understood, since it stems from a gen
eral analysis of quantum theory. The equations produced to 
predict electrical behaviour are very complicated and very dif
ficult to use to predict the behaviour of any particular dev
ice. The equations must be simplified or approximated in some 
way to produce a usable model of a semiconductor device. 

When considering a model for device analysis it must be 
borne in mind the types of device that will be simulated and, 
just as importantly, the conditions under which the actual or 
proposed device will operate. In producing computer simula
tions one can either over simplify or overcomplicate the model 
used. The inherent planar nature of monolithic elements gives 
rise to large physical non-linearities and complicated two 
dimensional distributions within the device structure. This 
makes it very difficult to formulate generally applicable ana
lytic expressions and makes the traditional, simple circuit 
type approximations inaccurate. The inaccuracy of the analyti
cal models is aggravated at high frequencies, high signal lev
els and small device dimensions where the electrical behaviour 
of GaAs becomes very complicated. 

At the other extreme, the electrical behaviour of GaAs can 
be very thoroughly described by solving the Boltzmann equation. 
This equation can describe a collection of particles travelling 
through a crystal lattice by some externally applied force, and 
being retarded and scattered by the various mechanisms which 
operate in a crystal structure. Obviously this will very accu
rately simulate device behaviour if all the scattering mechan
isms of the material can be programmed into the model. In 
GaAs, which has two main possible states for an electron in the 
conduction band, there are very many scattering parameters to 
be described by the Boltzmann equation. This leads to an equa
tion or set of equations which are very difficult to solve. 
Many attempts at a solution to this problem have been 
attempted, either by direct or iterative solutions [1], [2] or 
by Monte-Carlo methods [3] . Monte-Carlo methods have proven to 
be very useful for accurately modelling the behaviour of GaAs. 
In practice, however, these methods take huge computer 
resources just to simulate small amounts of material. To simu
late a complete device by this method is very cumbersome and 
very slow. To simulate devices at microwave frequencies, runs 
of over 100 pS will be required, this makes the Monte-Carlo 
method very impractical for modelling complete devices under 
practical operating conditions. 

To provide a usable model, some form of compromise between 
the two extremes is required. The model must be efficient 
enough to give results in a reasonable amount of time without 
recourse to huge computers, but accurate enough to give 



quantitative analysis of modern GaAs microwave devices. The 
Boltzmann equation is normally simplified down to a set of 
phenomenological equations to describe the electron motion on a 
macroscopic basis. This then usually leads to the formulation 
and solution of time-dependent conservation equations as a set 
of partial differential equations. To obtain some degree of 
reality mobility, diffusion and electron energy data specific 
to GaAs are normally included. This data is obtained from pre
vious measurements of the material or Monte-Carlo simulations 
or both. The resultant equations can then be solved much more 
efficiently than the more complex Monte-Carlo, Boltzman equa
tion methods. The only question which remains is how far to 
simplify the physics and how valid the approximations are. 

The mathematical basis for a complete device model. 

CARRIER TRANSPORT 

The set of phenomenological equations which govern the 
motion of electrons in GaAs is determined from the Boltzmann 
equation. The approximation produced is widely known as the 
"diffusion approximation". In producing this approximation the 
following assumptions are often made [4]. 

a) A non-degenerate semiconductor 
b) A single electron-gas model 
c) Velocity is an instantaneous function of field alone. 

Approximations a) and b) appear to be quite valid for most dev
ices and operating conditions in the microwave regime and allow 
the device physics and resultant equations to be considerably 
simplified. Approximation c) is a result of ignoring the time 
an electron takes to acquire the full energy given to it by an 
applied electric field. This seems to be an adequate approxi
mation when the field changes only slowly compared to this 
time. At sufficiently high frequencies, however, this approxi
mation may not be valid. 

As a result of these approximations, the equations of car
rier transport are: 

current continuity 

q n 
•5T = 4-V.J_ (1) 

where "J is the electron current and is given by 
n 

T = qriv (2) 
n 

q is the magnitude of the electronic charge, n is the carrier 
density and and "v is the average net velocity of the electrons. 
The velocity "v arises from the conservation of momentum and is 
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expressed as 

v = u(E)¥ + ~^- Vn (3) 

The value used for the diffusion coefficient is normally taken 
to be the Einstein relationship, 

D(E) . JsMIl (4) 
q 

where T is the crystal lattice temperature and p is the elec
tron mobility. The diffusion coefficient may also be taken 
from measured or Monte-Carlo produced data. The data is often 
turned into a polynomial curve-fit to be used in a computer 
model. 

The driving electric field "E" is derived from solving the 
Poisson equation, 

V2* = j ± - (ND - n) (5) 
o r 

using the relationship, 

E = -7$ (6) 

The set of equations (1) to (6) form the basis of many semicon
ductor device models [5], [6], [7]. These models are then 
assuming the instantaneous response of the electrons to an 
electric field, and produce reasonably good models where the 
field is varying slowly enough in time and space. In cir
cumstances where the field is changing rapidly in time, or over 
a short distance, some consideration of the electrons energy is 
required. 

The energy conservation equation takes the following form 

it \ n(e-e ) 
i ^ i - + y.(vne) = qnv.r ^- (7) 
ot T 

e 
e is the average energy of the electron gas, T is the energy 
relaxation time. 

In the original derivation of the equations it is assumed 
that the electrons obey a Maxwellian distribution function. 
This allows the interpretation of the average electron energy 
as an electron gas having a 'temperature' T . The temperature 
is obtained from the relation, 

e = f« e (8) 

if energy relaxation is included then equation (3) can be 
altered to become, 

v- = u(e)"E: + Iv(D(e)n) (9) 
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this now expresses the fact that the net electron velocity is a 
function of the electron energy not of the electric field 
alone. Furthermore, the velocity cannot now change instantane
ously in response to an electric field, the electrons must 
'heat up' in time according to equation (7). 

Expanding equation (9) the following may be derived 

v ( \ kT u(e) 
V = y(e)E + pHiil V(T ) + — 2 - V(n)] 

u q e qn J 

(10) 

comparing this with equation (3), it can be seen that the two 
forms are very similar except that there is an extra term in 
the diffusion part of equation (10), This expresses the fact 
that it is the most energetic (hottest) electrons that will 
diffuse out of a collection. This may be very important where 
there is a high degree of local electron heating, at a Schottky 
junction or the edges of planar contacts for example. 

Finally the total current density can be calculated by, 

and the current flowing through the device may be obtained (in 
the two dimensional case) by calculating the current through a 
plane p, which cuts a cross section through the device. 

I = J Ids (12) 
P 

MATERIAL PARAMETERS 

In the preceding equations, several parameters in the 
equations are required before they may be solved. These are 
the data which refer to the material which will be used for the 
devices. The characteristics required are the relationships 
between mobility, field, electron energy or temperature and the 
energy relaxation time. 

The relation between effective electron temperature and 
applied electric field has been determined theoretically [8] 
and is presented here as a detailed curve-fitted function and 
shown in figure 1. The most widely available and most accu
rately known relation for GaAs is the velocity/field relation. 
Since the electron energy is a function of applied electric 
field, the electron drift velocity may be expressed in terms of 
a field-dependent mobility, 

v = u(E)¥ (13) 

This leads to the familiar velocity/field relation which is 
again expressed as a curve fit to measured or simulated data 
[9]. 
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Combining the energy/field parameter and the data for the velo
city field as a function of lattice temperature and doping den
sity, a mobility/energy (mobility/electron temperature) rela
tionship may be established. the mobility/temperature rela
tionship is shown graphically in figure 2, 
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Figure 1 
Electron Temperature/field as a function of 

Lattice Temperature for GaAs. 

The only other unknown here is the energy relaxation parameter 
T . This can be derived from the steady state energy conserva
tion equation, 

qv.¥ = | k -±-2- (16) 

and takes on the form as shown in figure 3. 

BOUNDARY CONDITIONS 

Most modern devices are made or are preferred in a planar 
form suitable for monolithic circuit design. This necessitates 
that any device simulation used in their investigation should 
be at least two dimensional. The basic two dimensional struc
ture takes the form shown in figure 4. 
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Figure 2 
Mobility/energy characteristics for GaAs 

This structure as it stands may be a planar T.E.D., or resistor 
or, with the addition of a third electrode, become an F.E.T. 
structure. As can be seen, this type of structure is essen
tially rectangular, and well suited for finite difference 
analysis using cartesian co-ordinates. 

Most of the boundaries are assumed to be 'free'. The 
boundary conditions needed to solve the set of differential 
equations are therefore differential boundary conditions at 
these free surfaces so, 

d£ dn 
dx * dx U 

# in 
dy • dy " U 

@ boundaries parallel the y axis (17) 

@ boundaries parallel the x axis (18) 
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Figure 3 
Energy relaxation function of GaAs. 
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Figure 4 
Basic two-dimensional structure 

In addition to these there are the fixed electrode boundary 
conditions in which 

n > N and ij> = ij/ the potential applied to the contact. 
D c 

NUMERICAL ANALYSIS 

The preceding set of equations form a linked set of highly 
non-linear first and second order differential equations. The 
only practical way to produce a quntitatlve solution is by 
numerical means. For certain equations, integration or other 
'direct' techniques can be used. The Poisson equation for 
example is often solved by Fourier transform techniques [10]. 
The remaining equations, however, are usually discretized in 
some way by splitting the region of solution into a mesh of 
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nodes on which the equations are defined. The two main tech
niques for this are finite elements and finite differences. 
Again the need for efficiency of the model as a whole must be 
realised. It is of little value to simplify the physical equa
tions and not choose the most efficient solution method for the 
particular application. The finite element method is undoubt
edly the most flexible, but partly because of its flexibility, 
if is the least efficient of the two. The finite difference 
method is both mathematically easy to understand and computa
tionally efficient and easy to program. For the essentially 
rectangular structures used in this model, the finite differ
ence method has proved to be best method to use. 

The finite difference equations for approximating dif
ferential equations may be derived using standard techniques 
such as Taylor series expansion or variational methods [11]. 
Throughout the model, whenever possible, central difference 
approximations are used to reduce errors. In two dimensions 
the use of central difference equations leads to the 'five 
point formula' and hence a penta-diagonal coefficient matrix to 
be solved. This type of sparse matrix is particularly well-
suited to an iterative solution using Gauss-Seidel or S.O.R. 
techniques. As well as using significantly less memory, the 
iterative methods are much faster than most direct methods in 
practice. For a time domain simulation, the initial solution 
for each equation is the value of the equation of the last time 
step. In this way it was found that on average 2-4 iterations 
were required for each equation at each time step. Only the 
time-zero value required a significant number of iterations. 
In contrast, for the same conditions, a Gaussian elimination 
method takes the equivalent time of about 20 iterations. This 
is much faster for the time-zero value but much slower for the 
rest of the simulation! 

The current continuity equation is expressed in a central 
difference form using the half point values surrounding the 
point of solution, thus, 

dn 7 i+y 2 ~ 7 i - y 2 , Ti+V2 ~ 1i-l/z n q . 
dt ~ AX AY K *' 

In contrast to many other simulations, the values of J at the 
half points are actually calculated using Pj, , Ej, , Nj, , etc. 
This has been seen to reduce errors arising2 froft2 the^2 second 
order terms (7 n) and produces a more accurate and stable solu
tion. 

The continuity equations may be solved in one of two ways, 
either explicitly or implicitly. The time derivative term is 
given by, 

, k+1 k 
dn n - n*" ,9ns 
*Zm at ( 2 0 ) 
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where the k superscripts denote the time step value. The con
tinuity equations may therefore be defined by taking this for
ward difference in time on the left hand side and a central 
difference in space on the left hand side. This has the advan
tage that the equations are simple and the new value of n is 
given explicitly at each step by the old values of n and the 
values of T just calculated. One disadvantage is that there is 
a mixed order of accuracy between the forward difference in 
time and the central difference in space. The main disadvan
tage however is that there is a limit to the space and time 
step that can be used when a stability analysis is done on this 
type of equation [11]. In an effort to overcome these limita
tions a partially implicit Crank-Nicholson type equation is 
used. 

k+1 k 
" A t "

n - M VI (n k + 1, u \ Ek) + V7 (n\ „ \ Ek) ] (21) 

This equation is now implicit in n but totally explicit in u 
and E. This allows a much wider choice of time and space steps 
and an improvement in stability and accuracy. If the equation 
were also implicit in u and E then the whole set of equations 
would have to be iterated at each time step, considerably slow
ing down the whole simulation, with a marginal improvement in 
the results. Equation (21) is solved by iterative methods 
similar to the Poisson equation but using Successive Under 
Relaxation (S.U.R.) in this case. 

The energy continuity equation is expanded into its numer
ical equivalent equations and is then solved in a method simi
lar to the current continuity equation. 

NUMERICAL PARAMETERS 

In the numerical equations several parameters must be 
specified before the solutions may be obtained. The space step 
is determined by the Debye length for the material, which is in 
general a functian_qf the doping density. For a TED the doping 
density is ~10 m , giving a space step of ~ O.lum for a 
satisfactory accuracy. For reasonable stability of the simula
tion it was found that a time step of 0.1 pS gave good results. 
A larger time step may be desirable to reduce the total number 
of time steps required. In practice, a larger time step leads 
to the Poisson solver and continuity solvers taking more itera
tions to achieve the same accuracy, the total cpu time may 
therefore be greater. The mesh size used by the computer pro
gram is determined by the physical size of the device being 
modelled and the space step. For a 10 um device with an epi 
layer thickness of ~ 2pm a mesh size of 100 x 35 was used. 
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Using the set of numerical equations above, the time 
domain simulations proceeds according to figure 5. 

Data input 

t 
Apply terminal voltage f 

Solve poisson equation 

t 
Calculate Electric field 

Electron velocities 
Diffusion 

Calculate particle continuity 

t 
Calculate energy continuity 

t 
Calculate current densites_ 

and terminal current 
^' 

Process results 

Figure 5 
Flow diagram of computer simulation 

The simplest solution obtained from the model is for the 
D.C. (steady-state) case. The simulation is run for just a few 
picoseconds until initial transients have died out. For some 
devices such as F.E.T.'s a reasonable amount of information may 
be derived from the d.c. characteristics. For proper device 
design, however, the characteristics at the frequency of opera
tion must be used. Since the device behaviour is a non-linear 
function of frequency and amplitudes of the operating signal, 
the d.c. characteristics may only be used as a guideline. For 

/s 

repeat 
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many other devices, the T.E.D. for example, the d.c. charac
teristics are of little use. To obtain more useful design 
information, a technique is used which involves finding the 
equivalent one-port admittance of the device or oscillator at 
the intended operating point. To obtain this information, the 
simulation must be run for one or more cycles at the required 
frequency. At 10 GHz this involves" running the program for at 
least 100 pS and this involves at least 1000 time steps at time 
step of 0.1 pS. Any simulation which takes a significant 
amount of cpu time for each time loop is obviously going to 
take large computer resources for this type of problem. In 
order to reduce the computer time required the energy conserva
tion equation is often omitted. Indications have been in the 
past that this equation does not become important until fre
quencies of 30 GHz or above are involved and since this is the 
largest equation in the set, considerable computer time will be 
saved by its omission. Using the set of equations presented in 
this paper, a computer simulation has been performed on a 10 um 
planar transferred electron device. The simulation was run for 
several cycles at various frequencies. 

The first point to note is that the velocity-field curve 
shown in figure 2 changes depending on the frequency at which 
the field is varied. Figure 6 shows the velocity field curve 
at various frequencies these curves are actually obtained from 
a solution of equations (1)-(12) at each frequency. 

Built into the simulation was the ability to "switch out" 
the energy dependent equations. The simulation was then run at 
10 GHz both with and without energy relaxation terms. Looking 
at the carrier distribution in the device both with and without 
energy relaxation, little difference may be seen (figure 7). 
The current voltage wave forms are shown in figure 8 and it is 
only by the Fourier analysis of these waveforms that the 
difference may be seen clearly. If the admittance is expressed 
as G + jB then without the energy relaxation terms a figure of 
-2.4 + J2.7 is obtained and with the energy relaxation terms 
gives a figure of -1.7 + J3.1. The figures given are in mSie-
mens. The operating point determined by the two methods is 
clearly different. The computer time taken by each method is, 
with the energy relaxation terms each time loop takes 0.08 
seconds of c.p.u. on an Amdahl V7 computer and without these 
terms, each time loop takes 0.06 seconds. 

The results shown here are simply an example of the fact 
that the energy relaxation terms do make a significant differ
ence to device and circuit behaviour, even at 10 GHz. The 
practical vindication of these conclusions with the use of an 
F.E.T. simulation and measurements is the subject of a paper 
by C.Snowden also in these proceedings. 
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Figure 6 
Velocity curves or GaAs at different frequencies 
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Figure 7 
Carrier distributions for a planar T.E.D. 
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Current /vol tage waveforms for the T.E.D. 

CONCLUSIONS 

An efficient computer simulation has been produced to 
model devices operating at microwave frequencies as well as 
steady-state. The model is slower than circuit type models but 
much more accurate and flexible. It is less accurate than more 
exact Boltzmann equation solutions, but efficient enough to be 
used to model complete devices and integrated circuits. It has 
been found necessary to incorporate energy dependent terms in 
the model since these effects have proved to be significant at 
microwave frequencies. Even at d.c. the characteristics were 
modified by the energy dependent terms and the simulation was 
found to more accurately model the device behaviour. 
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