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A n  efficient, self-consistent Monte Carlo ( M C )  simulator Iias been developed sititable 
for general silicon devices, including tlime witli regions o l  Iiigli dopiiig/carrier densities. 
I<ey features iiiclude an  original iteration sclienie bet,iiseeii A4C and Poissoii's equation 
and an  alinost completc vectorization of the progiam. Tlie simiilator has I~eeii used to 
cliaracterize nonequilibrium cffects in deep subniicron nh4OSFETs. Siibstantial ellects 
are noticeable a t  gate lengtlis of 0.25/im at r m m  temperatures. 

Nonequilibrium transport efiects in very small geometry silicon M O S F E T s  Iiave recently been reported; c.f. 
[I,?]. Mos t  o l  this work has been based on measurements o l  transconductance (9,") \vliicli do not seem to be 
affected unless estremely short channel lengtlis (G  O.lpm) and/or low operating temperatures are used. M'ithout 
perlorming a more detailed analysis, it still remains unclear to mhat estent and a t  wliat dimension nonequilibrium 
efiects are important. A Monte Carlo based ( M C )  device simulator is well suited to perlorm such a task since i t  
treats tlie Boltzmann transport equation directly. I t  is to be noted tliat tlie carrier distributions obtaiiied via M C  
must be computed sell-consistently with the electrostatic potential as demonstrated by a comparison of surface 
densities Tor a M O S F E T  with a gate (mask) length L,.„ = 0.!?5/tni (fig.1). A n  unlortunate result then is that  the 
highly doped source and drain regions - required in order to provide equilibrium boundary conditions - would seem 
to force an inordinate amount of computation time [3] ,  implying that  A4C may be impractical. 

We  report here on tlie development of a new, computationally eficient self-consistent h f C  siniulator lor n- 
MOSFETs.  Given a solution lrom a conventional dril&diffusion ( D D )  simulator (e.g. 141) as an initial guess, the 
program solves iteratively the carrier transport equation by means o l  the h4C metliod and Poisson's equation, until 
convergence is achieved. Several iniprovements to tlie originally propmed scheme 151 Iiave been made in order to 
simulate real devices in a reasonable amount of time. These are suniniarized below and will be described in some 
detail iii tlie presentation: . Since tlie usual self-scattering (SC) schenie is very inefficient due to the wide range of variation in tlie scattering 

probabilities, a multi-tlireshold SC sclieme has been introduced, n4iicli reduces tlie nuinber o l  S S  events to about 
10% o l  the total. . T o  reduce the statistical noise in tlie electron distribution in poorly popiilated regions like tlie channel (compared 
to source or drain) or tlie high energy tails, a sample multiplication teclinique is used to magnify tlie rare 
particles while preserving tlie total cliarge. . The direct solution o l  the linear Poisson's equation (holding the concentrations fised) is very sensitive to noise in 
the densities in the highly populated regions. W e  instead sol\re Poisson's equation nonlinearly using the quasi- 
Fermi level provided by the M C  simulator. I n  this way, the statistical fiuctuations in the potential are reduced 
due to the logarithmic dependence of botli the potential and the quasi-Fermi level on tlie densities. 
To  accelerate convergence a i thout  losing stability, tlie electron temperature obtained lrom the M C  data rather 
than the lattice iemperature is used to scale the potentials in the Poisson solver. In tlie high electron 
temperature regions, wliere the h4C and DD solutions difier mmt, Chis sclieme allows the potential to cliange by 
a larger amount; on the other hand, in the source and drain regions, where most o l  the electrons are cold, the 
lower allowed variation keeps the solution stable. Fig.? shows tlie improvement in the rate ol convergence using 
this technique lor a point a t  the end o l  the channel. . By grouping particles according to their processing status, we are able io simultaneously treat multiple particles, 
achieving a rate ol approximately 10' scattering events per second of Cray XWP (Single processor) cpu time. 
A s  a result , the time required lor tlie self-consistent Simulation of a bias point is about 30 min. 

n i e  simulator has been used to analyze deep submicron h lOS de\ices a t  T=300I< with L,.,< varying lrom 
0.15-0.75/1m. Consistent with recent experimental reports, nonequilibrium effects do not seem to be observahle in 
the computed g, down to Lpatr z 0.?5/111i; a t  0.15/1m, the h4C g, is more tlian 2 times tlie DD result. Figs. 3a-C 
show tlie average electron velocities in the cliannel Tor O.iS/rr~i, 0.?5/ir1i and O.l5/rni devices respectively as 
computed using M C  and DD.  Interestingly botli tlie 0.?5/1ni and 0.15/lni devices exhibit h4C velocities 
substantially in excess o l  tliat predicted by DD throughoiit most oC tlie channel. Howcver, a t  the solirce end o l  the 
0.?5/11n FET, the tivo velocities are nearly identical, leading to the same g,. O n  tlie other hand, in order that  
current continuity be rnaintained, tlie larger average velocity througliout the rest of tlie channel implies lower 
invenion charge (fig. 1 )  and hence smaller gate capacitance and faster switehing speeds. Fig. 4 illustrates tliis 
point by sliowing a plot of the transistor cutoif irequency J7 as a lunction of L,.„ a s  predicted by M C  and DD; 
both intrinsic and overlap capacitance is included. A t  0.?5/r?n, tlie M C  prediction is ?O% higher tlian DD 
demonstrating conclusively the need lor a seli-consistent, nonequilibrium treatment o l  carrier transport lor luture 
M O S F E T  design. 
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Fig.4: Cuwll frequcncy rs. gaie m a ~ k  Icn@ii in the h(C (o) and 
in the DD (i ) simulation. 




