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BRIEP ABSTRACT 

We have developed an efficient algorithm for automatically extracting model parameters from complex 
nonlinear device models. Furthermore, this algorithm determines the confidence interval of each of the 
extracted model parameters and identifies regions where more experimental data is needed to increase the 
confidence level. 

DETAILED DESCRIPTION 

With the constant quest for reliable, high performance integrated circuits, the device geometries have 
been scaled down and the level of integration has been increased. These two factors have necessitated the 
development of a numerically efficient but complex analytical model to represent the electrical behavior 
devices. Also other developments such as automated circuit optimizers and silicon compilers have put 
requirements of scalability on the analytical device model. The experimental determination of the parameters 
of a nonlinear device model is a nontrivial task. Here we report the theory and an efficient algorithm for the 
experimental determination of model parameters. The algorithm establishes a level of confidence for each 
parameter und automatically eliminates ill-determined parameters resulting in a more reliable and accurate 
set .  A b o  it identifier repions where more ezperimental data is needed in order to more accurately eztract oll 
model parameters. 

The algorithm uses the modified gauss method to extract the model parameters and a procedure based 
on information theory to check the validity of the parameters. The variance and covariance matrices are 
used to do an in depth anaiysis of the parameters. Confidence intervals and unceratinties are calculated for 
each parameter and any ill-determined parameters, those with a large confidence interval, are eliminated 
and the remaining parameters are used to reextract a more reliable and accurate Set of parameter from the 
experimental data. Figure 1 compares the predictive power of two parameter sets: the initial fitted Set, where 
no ill-determined parameters have been defaulted, and a minimal parameter set in which all parameters have 
been accurately extracted and verified. These two parameter Sets were used to predict the DC behavior of 
a 25/1.2Lcm MOSFET whose IV characteristics were not used to extract the parameters. As can be seen, 
the parameter set with no ill-determined parameters gives much better agreement to  the experimental data. 
The confidence interval is also used to create a model window which accounts for the numerical deviations 
in the parameters. A normalized covariance matrix is used to get a qualitative understanding of the degree 
of coupling or correlation between parameters. This information is used to evaluate the model and locate 
problems. 
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