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Abstract 
Simulation of high-bias quantum electron transport with inelastic scattering is described. With all ener­
gies coupled by inelastic processes and current flowing at energies above and below the incident energy, 
optimization of the energy grid becomes crucial. The optimization method is described and examples 
are given. 

1. Introduction 
The modeling of high bias quantum electron transport with inelastic scattering is challenging. The 

coupling of all energies necessitates the resolution of an energy range comparable to that of the applied 
bias. In a Tsu-Esaki tunneling formula [1], only the energy range of the incident electrons in the contacts 
needs to be considered. Within the broad energy range of the applied bias, resonances in the spectral 
function on the order of 0.1 meV along with their phonon echoes must be well resolved to obtain a 
correct, current-conserving solution. 

Our approach is based on the many-body, non-equilibrium theory of Keldysh, Kadanoff, and Baym 
(KKB) [2,3] which is a field-theoretic description of the many-particle Schrodinger equation. It is fun­
damental, general, and allows a diagrammatic perturbation treatment of the electron-phonon interaction. 
Furthermore, the Pauli exclusion principle is built into the formalism. We directly solve, in steady-state, 
the coupled non-equilibrium Green function equations as described in [4]. 

2. Model 
The model that we solve numerically consists of a single particle Hamiltonian, Ho=p2 /2m*+V(r), 

a phonon bath maintained in thermodynamic equilibrium, HB = ERfflmCâ a,,, + 1/2), and the electron-
m 

phonon interaction H' = L US(r-rm)(aJ, + a„,). The interaction is local in space. In the expression for 
m - -

H', the sum over m becomes an integral, £„, —» JdrJdE Jo(r;E) where Jo is the density of phonon 
modes. The position dependence of Jo is uniform; phonon scattering is present throughout our system, 
from - « t o +°°. We use two different spectra, JQ(E), and corresponding strengths, U: a Debye spectrum 
~ co29(coD— | a> |) where KCOD =20meV and an Einstein spectrum - 5((fl±coo) where h"oo0=36meV. When 
the Einstein spectrum is used, our model for the interaction, is equivalent to 
Hep(r,t) = V-^M5:e i< '-r(aqe-10)- l + a!qe^ t). 

q 
3. Formalism 

The formalism, which is discussed in detail in refs. [4,5], begins with the steady-state equations for 
the retarded Green function, GR, and the correlation function, CTS which we write in matrix notation. 

( E - H 0 - I R ) G R = 1 (3.1) 
and 

(E - H0 - ZR) G* = £< GR* (3.2) 

In the position representation, the representation in which we work, equations (3.1) and (3.2) are linear 
integro-differential equations in the position coordinate. GR is the impulse response for the operator on 
the left-hand side of eq. (3.2). Furthermore, since we have damping from the electron-phonon interac­
tion throughout our system, GR satisfies the same boundary conditions as G<, namely 
GR(r,r';E) -» 0. Thus, the solution to (3.2) can immediately be written as 

r-r'—><» 

GK = GR E< GR' (3.3) 

Equations (3.1) and (3.3) along with the equations for the self-energies are the ones that we solve 
numerically. Since our model for the electron-phonon interaction is local, the self-energies are local. 
We define the scattering times, tn, %p, and x§, via the following definitions. 



r ( r i , r 2 ;E) = -in/xJ^E) S(rj - r 2 ) , £>(r,,r2;E) = +iK/Tn(r,;E) 5(ri - r 2 ) , and 
£K(ri,r2;E) = [o(ri;E)-iH/2x^(ri;E)] 5(rj - r 2 ) where, following the discussion of Kadanoff and 
Baym [3], we associate 1/% with the electron outscattering rate, l/tp with the hole outscattering rate, and 
1/T$ with the total de-phasing rate, o is the real part of 1, . We treat the electron-phonon interaction in 
the self-consistent first Born approximation, ie. the re-normalized Green functions are used for calculat­
ing the self-energies. Self-consistency is necessary to conserve current [4,6-8]. We ignore the real part 
of the retarded self energy. This does not affect current conservation. The real part only re-normalizes 
the energies. The imaginary or anti-Hermitian part is responsible for loss. 

The expressions for the rates l/tp and 1/Xp have forms identical to Fermi's Golden Rule. The 
difference is that the density of states is calculated self-consistently with the scattering from the ima­
ginary part of the retarded Green function. The expressions are 

- = ^-\d(R©) F(Ra>) N0(r; E-na>) f(r; E-Bw) (3.4a) 
xp(r;E) K J 

,X _ = ^Lfd(Ka>) F(Ra>) N0(r ; E+Roo) [ 1 - f(r ; E+Ha>) ] (3.4b) 
%(r ; E) H J 

where N0(r;E) is the electron density of states (-l/7cImGR(r,r;E)), f(r;E) is the non-equilibrium occupa­
tion of N0, ie. 

f(r;E) N0(r;E) = G<(r,r;E)/2rc (3.5) 

and 

F(E) = U > W , E , ) { N ( ^ ' + 1 ; £ » (3.0 

In (3.6), J0 is the phonon spectrum, Debye or Einstein, U is a constant strength, and N is the Bose-
Einstein factor. The total scattering rate is 

1 l - + —r-7z- <3-7) 
T0(r;E) x„(r;E) Tp(r;E) 

If the Einstein spectrum is used in (3.4), the rates, take a particularly simple form. 

1 2 r c , T 2 r _ . . , . 1 , 1 
= ^U^[N(coo) + ̂ -:F-]No(E±II(Oo)[l-f(E±l!cD0)] (3.8a) 

%(£) Ti ™ 2 2 

1 2TC.I2 1 _ 1 
= -^Uz[N(CDo) + TT-]No(ETRcOo)f(ETrTcoo) (3.8b) 

tp(E) n 2 2 
In (3.8), the position coordinate has been suppressed and the upper (lower) sign corresponds to absorp­
tion (emission). 

Using (3.5), (3.3) can be re-writtcn for f(r;E). 

f f r - E ) - 1 n fdr' I G R C . ^ : E ) | 2 

f ( r , E ) N0(r;E) 27cJd r Tp(r';E) ( 3 9 ) 

Substituting (3.4a) into (3.9) results in a homogeneous integral equation in space and energy for the 
non-equilibrium occupation factor, f(r;E). 

f< r ;E) = x r / . m J d r ' J d E ' I°R(r. r ' ; E)|2F(r'.E')N0(r';E-E')f(r';E-E') (3.10) 

The spatial boundary condition on (3.10), which gives the inhomogeneous term, is that f(r;E) is the 
Fermi-Dirac factor in the contacts. 

Equations (3.1), (3.4), (3.7), and (3.9) are solved iteratively. After convergence, G<(r,r';E) can be 
calculated from (3.3) and the current density is then found from 



J(r;E) = - p - j - lim [ ( V - V X T ^ ^ E ) ] (3.11) 
47Cm* r'-»r 

4. Numerical Implementation, Current Conservation, and the Energy Grid 
Mesoscopic structures, such as a DBRTD, have narrow resonances on the order of a few tenths 

meV that need to be well resolved. Under high bias such that the Fermi-energies of the contacts are split 
by many KBT, and with inelastic scattering, the current from the emitter flows through the device at 
energies above and below the injection energies. A good energy grid is essential to obtaining the correct, 
current-conserving solution. 

The quantities which need to be resolved in energy are the following: (1) the density of states 
(resonances), (2) 3f/dE in the contacts - the sharp cut-off at the Fermi-energy at low temperatures, (3) the 
scattering rate, 1/t̂ , and (4) the current density per unit energy, J(z;E). The scattering rate, l/t^, is a 
functional of the density of states, N0(z;E), and their occupation, f(z;E). For Einstein phonons, the rela­
tion is given by (3.8V The scattering rate at energy E is determined by N0(E±h"co0) and f(E±h~0)o). Also, 
since N0=-l/7cImGR(z,z;E) is calculated self-consistently with x*. N0 will be enhanced at each nH(0o 
above and below a resonance, ER ±Kco0. The enhancement dies off exponentially with n, and for realis­
tic scattering times, 0.1-1.0 ps, we have only seen echo peaks in N0 at ER ±Ha>0. In such instances we 
see enhancements in 1/t* at one and two h"G>0 above and below the resonance. Thus, the resonant energy 
plus one and two optical phonon energies above and below the resonance must be finely resolved. If the 
energy grid is well resolved for the above quantities, then it will generally be well resolved for the ener­
gies at which the current is flowing since the majority of the current will be flowing through the main 
resonance or one or two Kco0 above or below the main resonance. However, if the current is flowing off 
resonance, then we need to resolve the energies of the Fermi-sea in the emitter and energies several fioo0 
above and below the energies of the emitter Fermi sea. 

The optimization of the energy grid begins with a Romberg integration of N0(z;E) to create a 
monotonically increasing function of energy, M(z;E). 

E 

M(z;E) = J dE'N0(z;E') (4.1) 
Eofa 

A constant value for T^ of -0.1-1.0 ps is used when evaluating GR(z,z;E). Thus, the N0 that is 
integrated contains the main resonances but not the phonon echoes. A second function, MN(z;E), is 
created 

MN(z;E) = M(z;E) + aiM(z;E-B©o) + a2M(z;E+h"u)o) + a3M(z;E-2h"coo) + a4M(z;E+2h"a>o) (4.2) 

where a* are scaling factors < 1. A third monotonically increasing function of energy is created, 
Mf (z;E), defined by 

E 

Mf(z;E) = J dE'(-af(z;E')/3E') (4.3) 

Mf and MN are normalized to their maximum values, weighted, added, and integrated over position to 
form the function that is used to optimize the energy grid, Mopi(E). 

Mop,(E) = JdzMf(z;E) + £ Jdzc, MN(z;E) (4.4) 

where Rj represents user specified spatial regions of integration. The vertical M ^ axis is divided into 
equally spaced nodes whose number corresponds to the desired number of energy grid points. The nodes 
are projected horizontally across to the function Mop,(E) and then vertically down to the energy axis. 
The intersections with the energy axis are the optimized energy grid points. If necessary, after several 
iterations, a similar type of optimization can be done based on the energy distribution of the current den­
sity. 

5. Numerical Examples 
Two examples are shown where the current is flowing not only at the incident energy but at one or 

more optical phonon energies below the injection energy. The first is from a simulation of a DBRTD at 
4.2K biased such that the incident electrons are tunneling into the well one optical phonon energy above 
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the resonant energy. They emit optical phonons in the well and in Fig. la, approximately 1/2 of the 
incident electrons scatter down to the resonance. Current leaves the well both at the incident energy and 
at the resonant energy. Fig. lb shows the density of states in the well with an echo of the resonance at 
ER+rI(0o. Fig. 2a shows the density of states for a superlattice beginning to form a miniband, and Fig. 
2b shows the energy distribution of the current flowing through the miniband. The three bands of current 
flowing beneath the energy of the incident current are each spaced K(0o apart. 
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Fig. 1. (a) Gray scale plot of energy distribution of the current distribution superposed on conduction 
band profile, (b) Spectral function in well. 
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Fig. 2. (a) Density of states of a superlattice. (b) Current flow through the superlattice. 
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