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INTRODUCTION 

    In this work we show how atomistic 

calculations of energy eigenstates can be 

accelerated by exploiting modern Graphical 

Processor Unit (GPU) architectures. We apply our 

GPU approach to a tight binding (TB) model based 

on a sp
3
d

5
s

*
 parameterization [1] to compute 

eigenpairs of large GaN/AlGaN quantum dots 

(Qdot), as shown in Fig 1. Such systems have 

important applications in modern nitride-based 

light emitting diodes (LEDs) [2].  

EIGENSOLVER OPTIMIZED FOR GPU 

General purpose GPUs have become very 

attractive to computational scientists in recent 

years, thanks to their massive multi-core 

parallelization. To our knowledge however, there 

exist only a limited amount of work done to 

develop eigensolvers optimized for GPUs.  

We employ Lanczos algorithm with simple 

restart which is an effective method for solving 

Hermitian eigenvalue problems by first building an 

orthonormal basis and then forming approximate 

solutions using Rayleigh projection [3-4]. We tune 

the algorithm so that it occupies little memory at 

the expenses of more computation. This is suitable 

for GPU having limited memory, but large 

computational power. 

The CPU-GPU data transfer bottleneck is 

overcome by implementing most of the algorithm 

on the GPU, leaving only the control logic to the 

CPU. In order to calculate more realistic 

nanostructures comprising of ≈1 million atoms we 

employ a distributed multi-GPU strategy.   

RESULTS 

In order to put the CUDA performance in the 

right perspective we compare the performance of 

the GPU cluster versus a distributed parallel 

cluster using a 20Gbit/s InfiniBand network. 

The tests reveal that a single GPU attains a 

performance gain of a factor of 10 compared to the 

multi-processing implementation on a single quad 

core CPU. The average performance of the multi-

GPU system increases by a factor of 1.5 when the 

number of GPUs is doubled. Benchmark 

calculations on a 600,000 atom Qdot shows that 

the multi-GPU system with 2 Tesla K20 GPUs is 

about 3x faster than 8 Quad-core CPUs. 

A further speed up can achieved by applying a 

similar strategy in developing a Jacobi-Davidson 

based eigensolver which converges much faster 

with a suitable preconditioner [5].  

CONCLUSIONS 

A multi-GPU system can be considered as one 

of the best, cost effective architecture currently 

available for the calculation of quantum energy 

eigenstates for nanodevice applications. 
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Fig. 1. Conical wurtzite GaN/AlGaN quantum dot (Qdot) with 

30%Al. Atomistic description: In yellow Aluminium, in red 

Gallium. 

 

 
Fig. 2. Memory utilization by TB Hamiltonian when no 

optimization is performed vs optimization by using the 

splitting technique that leads to 35-40% memory saving. 

 

 
Fig. 3. Speed comparison for matrix-vector multiplication on 

a single Intel Xeon W3530 core vs Quad-core Intel Xeon 

W3530 CPU using OpenMP vs MPI/OpenMP implementation 

on 8 Quad-core Intel Xeon X5560 CPU connected through 20 

Gbps InfiniBand vs CUDA implementation on a single Tesla 

K20 GPU vs MPI/CUDA implementation on a multi-GPU 

system having two Tesla K20 GPUs. 

 

Fig. 4. Time per Lanczos iteration on a single Intel Xeon 

W3530 core vs Quad-core Intel Xeon W3530 CPU using 

OpenMP vs MPI/OpenMP implementation on 8 Quad-core 

Intel Xeon X5560 CPU connected through 20 Gbps 

InfiniBand vs CUDA implementation on a single Tesla K20 

GPU vs MPI/CUDA implementation on a multi-GPU system 

having two Tesla K20 GPUs. 

 

Fig. 5. Performance comparison on a single Intel Xeon 

W3530 core vs Quad-core Intel Xeon W3530 CPU using 

OpenMP vs MPI/OpenMP implementation on 8 Quad-core 

Intel Xeon X5560 CPU connected through 20 Gbps 

InfiniBand vs CUDA implementation on a single Tesla K20 

GPU vs MPI/CUDA implementation on a multi-GPU system 

having two Tesla K20 GPUs. 
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